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요 약  

 
본 연구는 기지국과 사용자 단말의 위치를 각각 독립적인 PPP (Poisson point process)로 모델링한 대규모 큐-인지 

MEC (mobile edge computing) 네트워크 프레임워크를 제시하고, 통계적 지연 QoS (quality of service)와 큐 안정성 

관점에서 오프로딩 전략 설계를 위한 핵심 성능 지표를 분석한다. 

 

Ⅰ. 서 론  

데이터 트래픽 수요의 급증은 무선 네트워크 환경을 크게 

변화시켰으며, 지연 민감 애플리케이션의 확산으로 인해 요구 

데이터 전송률이 빠르게 증가하면서 네트워크에 상당한 부담이 

가중되고 있다. 이러한 문제를 완화하기 위한 대안으로 MEC 

(mobile edge computing)이 주목받고 있으며, MEC 네트워크는 

기지국에 배치된 MEC 서버로 계산 작업 (task)을 

오프로딩하여 처리함으로써, 서비스 지연과 사용자 단말의 연산 

부담을 경감한다 [1]. 

한편, 오프로딩 전략을 설계할 때, 큐 (queue) 안정성은 

반드시 고려해야 하는 핵심 이슈이다. 과도한 오프로딩은 MEC 

서버 측 큐에 부하를 집중시켜 큐 오버플로 (overflow)를 

유도할 수 있으며, 반대로 오프로딩을 지나치게 보수적으로 

수행하면 사용자 단말의 로컬 연산 큐에 작업이 누적되어 로컬 

큐 오버플로로 이어질 수 있다. 이러한 문제를 해결하기 위해, 

지연 및 큐 오버플로 발생 확률을 효과적으로 모델링하고 큐 

길이 및 지연을 유한하게 유지하기 위한 방법으로 통계적 QoS 

(quality of service) 보장 기법 [2]이 중요한 접근법으로 

부상하였다. 

또한 현실적인 MEC 네트워크 설계를 위해서는 대규모 

네트워크 환경에서의 성능 분석이 필수적이다. 이 때, 

확률기하(stochastic geometry)는 네트워크 토폴로지의 공간적 

랜덤성을 체계적으로 반영하면서도 해석 가능한 성능식을 

제공할 수 있어, 대규모 MEC 네트워크에 대한 효과적인 분석 

프레임워크를 구축하는 핵심 이론 도구로 활용된다 [3]. 

본 논문에서는 기지국과 사용자 단말의 위치를 각각 

독립적인 PPP (Poisson point process)으로 모델링한 지연 민감 

큐-인지 MEC 네트워크 프레임워크를 제시하고, 통계적 지연 

QoS 보장 및 큐 안정성 관점에서의 핵심 성능 지표에 대한 

분석 결과를 도출하여 오프로딩 전략 설계에 대한 실질적인 

통찰력을 제공한다. 

Ⅱ. 시스템 모델 

지연 민감 큐-인지 대규모 MEC 네트워크를 위한 시스템 

모델을 고려하며, 네트워크 동작은 슬롯 길이 𝜏𝜏 로 구성된 

𝑇𝑇 개의 시간 슬롯으로 이산화 되며, 𝜏𝜏 는 무선 채널의 

코히어런스 시간 (coherence time)에 부합하도록 설정한다. 

MEC 서버를 탑재한 기지국의 위치는 밀도 𝜆𝜆𝐵𝐵𝐵𝐵 의 

homogeneous PPP Φ𝐵𝐵𝐵𝐵를 따르며, 사용자 단말의 위치는 밀도 

𝜆𝜆𝑈𝑈𝑈𝑈의 homogeneous PPP Φ𝑈𝑈𝑈𝑈로 모델링 된다. 모든 사용자 

단말은 하나의 같은 연산 작업을 처리한다고 가정하며, 사용자 

단말의 제한된 연산 능력 및 배터리 성능으로 인해, 계산량이 

크고 지연에 민감한 작업은 MEC 서버로 오프로딩한다. 이후 

MEC 서버는 요청된 작업을 처리한 뒤, 무선 링크를 통해 해당 

사용자 단말에 계산 결과를 반환한다.  

본 논문에서는 사용자 단말 관점에서 오프로딩 과정의 지연 

QoS 보장과 큐 안정성을 중심으로 제안한 프레임워크를 

분석한다. 각 사용자 단말은 로컬에서 처리될 작업 데이터를 

저장하는 로컬 연산 큐와, MEC 서버로 전송하기 위해 대기하는 

작업 데이터를 저장하는 오프로딩 큐를 가진다. 또한 모든 

노드의 큐 관리는 기본적으로 FIFO (first-in first-out) 

방식으로 수행한다고 가정한다. 

사용자 단말 𝑘𝑘 ∈ Φ𝑈𝑈𝑈𝑈 에서 오프로딩 큐는 시간 슬롯 𝑡𝑡 ∈
{1,2, … , 𝑇𝑇}에서의 큐 길이 𝑄𝑄𝑜𝑜,𝑘𝑘

(𝑡𝑡+1) = max �𝑄𝑄𝑜𝑜,𝑘𝑘
(𝑡𝑡) + 𝐼𝐼𝑜𝑜,𝑘𝑘

(𝑡𝑡) − 𝑂𝑂𝑜𝑜,𝑘𝑘
(𝑡𝑡), 0�으로 

나타낼 수 있으며, 이는 잘 알려진 큐 동역학에 따라 모델링 

된다. 사용자 단말에서의 작업 데이터 도착 과정 𝐴𝐴𝑘𝑘
(𝑡𝑡)
는 평균 

도착률 𝜆𝜆𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡 를 갖는 포아송 분포 (Poisson process)를 

따른다고 가정한다. 따라서, 오프로딩 큐의 입력 과정은 

수학적으로 다음과 같이 표현된다. 

 𝐼𝐼𝑜𝑜,𝑘𝑘
(𝑡𝑡) = 𝐴𝐴𝑘𝑘

(𝑡𝑡)𝛿𝛿𝑘𝑘
(𝑡𝑡), 

여기서 𝛿𝛿𝑘𝑘
(𝑡𝑡) ∈ {0,1}는 사용자 단말 𝑘𝑘의 작업 데이터에 대한 

오프로딩 정책을 나타내며, 𝛿𝛿𝑘𝑘
(𝑡𝑡) = 0 일 때, 작업 데이터를 

사용자 단말에서 처리하며, 𝛿𝛿𝑘𝑘
(𝑡𝑡) = 1 일 때, MEC 서버에서 

원격으로 처리한다. 한편, 오프로딩 큐의 출력 과정은 

수학적으로 다음과 같이 표현된다. 



𝑂𝑂𝑜𝑜,𝑘𝑘
(𝑡𝑡) =

𝜏𝜏𝜏𝜏
𝑁𝑁 log2 �1 +

𝑃𝑃𝑘𝑘,𝑖𝑖�𝑟𝑟𝑘𝑘,𝑖𝑖�
−𝛼𝛼 �ℎ𝑘𝑘,𝑖𝑖

(𝑡𝑡)�
2

∑ 𝑃𝑃𝑠𝑠,𝑖𝑖�𝑟𝑟𝑠𝑠,𝑖𝑖�
−𝛼𝛼 �ℎ𝑠𝑠,𝑖𝑖

(𝑡𝑡)�
2

+ 𝜎𝜎2𝑠𝑠∈Φ𝑈𝑈𝑈𝑈\{𝑘𝑘}

� , 

 

여기서 𝑊𝑊 는 상향링크 채널 대역폭을 나타내며, 𝑁𝑁 는 무선 

자원의 개수이다. 각 사용자 단말은 최근접 기지국에 연결된다. 

사용자 단말 𝑘𝑘의 기지국 𝑖𝑖로의 채널 이득은 �ℎ𝑘𝑘,𝑖𝑖
(𝑡𝑡)�

2
~exp(1)을 

따르며, 𝑟𝑟𝑘𝑘,𝑖𝑖 는 사용자 단말 𝑘𝑘 와 기지국 𝑖𝑖  사이의 거리를 

나타내며, 그리고 𝛼𝛼는 경로손실 지수를 나타낸다. 송신 전력 

𝑃𝑃𝑘𝑘,𝑖𝑖는 다음과 같이 셀룰러 네트워크의 모델링을 따른다 [4]. 

𝑃𝑃𝑠𝑠,𝑖𝑖 = �𝜌𝜌0𝐷𝐷𝑠𝑠
𝛼𝛼 ,

𝑃𝑃max,   
        if 𝜌𝜌0𝐷𝐷𝑘𝑘𝛼𝛼 ≤ 𝑃𝑃max,

otherwise,  
 

여기서 𝐷𝐷𝑠𝑠 는 사용자 단말 𝑠𝑠와 최근접 기지국 연결 기반으로 

연결된 기지국 사이의 거리를 나타내며, 𝜌𝜌0 는 결합된 

기지국에서 요구되는 평균 수신전력을 의미한다. 

 

그림 1. 최근접 기지국 연결 기반 기지국과 사용자 단말 연결 그래프 

 

Ⅲ. 지연 QoS 보장 및 큐 안정성 모델링 

지연 QoS 보장 및 큐 안정성을 다루기 위해, 우리는 사용자 

단말의 오프로딩 큐의 지연 위반 확률을 Pr �𝐷𝐷𝑜𝑜,𝑘𝑘
(𝑡𝑡) ≥ 𝑑𝑑� ≤ 𝛽𝛽으로 

고려한다. 통계적 QoS 보장 이론 [2]에 따르면, EB (effective 

bandwidth) 𝒜𝒜(𝜃𝜃) = 1
𝜃𝜃𝜃𝜃

ln�𝔼𝔼�exp�𝜃𝜃 ∑ 𝐼𝐼(𝑡𝑡)
𝑡𝑡∈𝒯𝒯 ���  및 EC (effective 

capacity) ℬ(𝜃𝜃) = 1
𝜃𝜃𝜃𝜃

ln�𝔼𝔼�exp�−𝜃𝜃 ∑ 𝑂𝑂(𝑡𝑡)
𝑡𝑡∈𝒯𝒯 ��� 의 표현과 함께, 

오프로딩 큐의 지연 위반 확률은 ℬ𝑜𝑜,𝑘𝑘�𝜃𝜃𝑜𝑜,𝑘𝑘� ≥ 𝒜𝒜𝑜𝑜,𝑘𝑘�𝜃𝜃𝑜𝑜,𝑘𝑘� =
− ln𝛽𝛽

𝜃𝜃𝑜𝑜,𝑘𝑘𝑑𝑑
으로 엄격하게 근사화 된다. 이를 정리해보면, 큐 안정성 

및 지연 QoS 보장을 위해서는, EC 가 EB 보다 높아야 함을 알 

수 있다. 

 

Ⅳ. 시뮬레이션 결과 및 결론 

본 논문에서는 무선 네트워크 파라미터 변화에 따른 사용자 

단말 오프로딩 큐의 근사 지연 위반 확률을 몬테카를로 컴퓨터 

시뮬레이션으로 평가하고, 지연 QoS 제약 및 큐 안정성 조건이 

만족되는 운용 구간을 분석한다. 𝑃𝑃max은 30 dBm, 𝑊𝑊는 10 MHz, 

𝜏𝜏는 0.1 msec, 𝜎𝜎2는 -100 dBm, 𝛼𝛼는 4, 평균 오프로딩 확률 

𝛿𝛿𝑘̅𝑘는 0.8, 지연 위반 임계값 𝑑𝑑 는 1 sec, 컷오프 임계값 𝜌𝜌0은 – 

50 dBm 으로 설정한다. 기본적으로 기지국의 밀도는 5/ km2 , 

사용자 단말의 밀도는 20/km2로 설정한다. 𝜆𝜆𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡은 4 Mbps 로 

설정한다. 몬테카를로 컴퓨터 시뮬레이션은 10000회 시행한다. 

그림 2 의 첫번째 그래프에서 지연 QoS 가 더 엄격할수록, 

모든 컷오프 임계값에서 EB 가 EC 를 상회하여 큐 안정성 

조건을 만족하지 못하므로 지연 QoS 보장이 불가능함을 

확인할 수 있다. 그림 2 의 두번째에서는 평균 오프로딩 확률이 

증가할수록 큐 안정성 조건의 슬랙 (slack)이 증가하는 경향이 

있다. 이는 송신전력 증가가 EC 개선으로 이어지지 않아, 지연 

감소 없이 에너지 소모만 비효율적으로 증가할 수 있음을 

시사한다. 

그림 3에서는 지연 QoS가 엄격하거나 평균 오프로딩 확률이 

감소할수록, 큐 안정성 조건을 만족하는 사용자 단말 수의 

하한이 증가하는 경향을 보인다. 이는 사용자 단말 수가 큰 

환경에서 지연 QoS 를 만족하기 위해서는 평균 오프로딩 

확률을 증가시키는 방향의 제어가 필요함을 의미한다. 

본 논문에서는 기지국과 사용자 단말의 위치를 독립적인 

PPP 로 모델링한 지연 민감 큐-인지 MEC 네트워크 

프레임워크를 제시하고, 통계적 지연 QoS 및 큐 안정성 

관점에서 EC 가 EB 보다 커야 한다는 조건을 기반으로 

네트워크 설계에 대한 통찰을 도출하였다. 

 

그림 2. 오프로딩 큐의 네트워크 컷오프 임계값에 따른 

EB와 EC 성능 

 

그림 3. 오프로딩 큐의 사용자 단말의 밀도에 따른 

EB와 EC 성능 
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