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요 약

본 논문은 문화유산 설명문 번역에서 텍스트 중심 접근의 한계를 보완하기 위한 시각 정보 활용 가능성을 분석한다. 이를

위해 일본 문화유산 데이터베이스 ColBase를 기반으로 이미지-텍스트 쌍으로 구성된 일본어-한국어 양방향 번역 데이터셋을

구축하고, 텍스트 단독 입력과 이미지 결합 입력 조건에서 멀티모달 번역 실험을 수행하였다. 실험 결과, 시각 정보는 일부

모델과 번역 방향에서 BLEURT 및 COMET과 같은 의미 기반 평가 지표의 향상을 보이며 번역 품질 개선에 기여하였으나,

모든설정에서일관된성능향상으로이어지지는않았다. 이러한결과는문화유산번역에서시각정보가이점을가지는동시에,

번역 대상과 모델 특성에 따라 선별적으로 활용될 필요가 있음을 보였다.

I. 서론

전 세계적으로 산업 전반의 디지털 전환이 가속됨에 따라, 문

화유산 분야 역시 단순한 물리적 보존을 넘어 디지털 아카이빙을

기반으로 한 공유화 확산의 단계로 빠르게 전환되고 있다. 고해상

도 이미지와 상세한 설명문이 결합된 디지털 문화유산 데이터는

시공간적 제약을 완화함으로써 국가 간 문화 접근성을 확대하고,

국제적 문화 교류를 촉진하는 핵심 인프라로 기능한다. 문화재

정보를 상호 언어로 정확하게 전달할 수 있는 고품질 번역의 중요

성이 지속적으로 부각되고 있으며, 문화재 설명문은 유물 고유의

가치와 역사적, 문화적 맥락을 함께 전달해야 하므로 일반 도메인

번역과는 구별되는 전문성이 요구된다 [1].

기존 연구에 따르면, 문화재 번역에서 이미지를 함께 활용하는

멀티모델 접근은 텍스트 정보만으로 포착하기 어려운 유물의 형

태적·맥락적 정보를 보완함으로써 보다 적절한 번역을 가능하게

할 잠재력을 지닌다 [2, 3]. 또한 시각 정보는 유물의 제작 시기와

문화적 맥락을 반영하는 단서로 활용될 수 있으며, 이를 통해 한자

고유명사의 역사적 의미 해석을 보완할 가능성이 제시되어 왔다.

본연구는일본의대표적인문화유산데이터베이스인 ColBase를

기반으로한국어와일본어양방향번역과정에서시각정보가번역

정확도 향상 분석을 수행한다. 이를 위해 이미지-텍스트 쌍으로

구성된문화재번역용데이터셋을구축하고, 여러멀티모달대규모

언어모델을활용한비교실험을수행한다. 본 연구의주요기여는

다음과같다. 첫째, 일본문화재설명문번역을위한이미지-텍스트

병렬 골드 데이터셋을 구축한다. 둘째, 시각 정보의 유무에 따른

번역 성능 차이를 자동 평가 지표를 통해 정량적으로 분석한다.
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II. 제안 방법

본 논문은 시각 정보가 일본 문화재 설명문의 번역 품질에 미치

는 영향을 분석하기 위해, 고품질 평가 데이터셋을 구축하고 이를

기반으로 멀티모달 번역 실험을 수행한다. 기존 텍스트 위주의 문

화재 번역 연구와 달리, 본 연구는 이미지 정보를 명시적으로 번역

입력으로 포함하여 시각 정보의 기여도를 체계적으로 분석한다.

II.I. 데이터 수집 및 선별

본 연구에 사용된 원본 데이터는 일본 국립문화재기구(National

Institutes for Cultural Heritage)가 운영하는 통합 문화유산 데이

터베이스 ColBase [4]로부터 수집하였다. ColBase는 일본 전역의

국공립 박물관 및 연구기관이 소장한 문화재의 이미지와 메타데

이터를 체계적으로 제공하는 디지털 문화유산 아카이브로, 회화,

조각, 공예, 서적 등 다양한 유형의 문화재를 포괄한다.

데이터 수집 단계에서는 각 문화재의 명칭, 이미지, 일본어 설

명문을 포함하여 총 160,000개의 원천 데이터를 확보한다. 이후

문화적, 역사적 맥락을 반영하기 위해 연대별 분포를 기준으로 구

분하고, 일본사회의변화가활발히반영된기원전 300년부터 1900

년대 구간의 데이터를 선별한다. 특히 역사적 사건, 사회 제도, 종

교 및 관습과 관련된 서술을 포함한 문서를 우선적으로 선정하여

8,000개의데이터샘플을구축한다. 이미지가누락된경우, 설명문

의 길이가 번역 평가에 적합하지 않을 정도로 길거나 짧은 경우를

제외하여 최종적으로 370개의 고품질 데이터를 선별한다.

II.II. 평가 데이터 구축

선별된 370개의 데이터에 대해 3단계 절차를 통해 일본어, 한국

어 양방향 번역을 위한 골드 데이터셋을 구축한다. 먼저, ColBase

에서 수집된 원문에 포함된 HTML태그, 불필요한 공백을 제거하



표 1: JP–KR / KR–JP Translation Performance Comparison
Target Language Model Type BLEU BLEURT COMET ROUGE-1

JP to KR

Qwen3-VL-8B-Instruct
Text-Only 14.43 49.22 79.41 51.31

Text+Image 13.61 49.57 79.49 49.91

gemma-3n-E4B-it
Text-Only 14.25 46.40 75.16 47.40

Text+Image 15.71 49.22 77.42 48.37

KR to JP

Qwen3-VL-8B-Instruct
Text-Only 1.44 58.52 84.20 24.33

Text+Image 3.47 59.73 84.48 24.65

gemma-3n-E4B-it
Text-Only 0.36 53.31 83.50 23.76

Text+Image 1.59 56.14 83.16 23.58

여 텍스트의 가독성과 처리 효율성을 확보한 후, 대규모 언어 모델

을 활용한 1차 번역을 수행한다. OpenAI의 GPT-4o mini 모델을

사용하여 일본어 원문을 한국어로 번역하고, 이 과정에서 문화재

번역에적합한프롬프트를설계하여전문용어의정확성과문맥의

충실도를 확보한다. 마지막으로, 일본어와 한국어 검수자가 1차

번역 결과를 원문과 대조하며 검수를 진행한다. 검수 과정에서

의미 누락 또는 왜곡, 과도한 의역 등의 오류 유형을 중점적으로

검토하고 수정한다. 이러한 절차를 통해 구축된 학습 데이터셋은

높은 번역 품질과 용어 일관성을 확보한다.

III. 실험

시각정보의유무에따른번역성능차이를검증하기위해, 본 연

구는텍스트정보만을입력으로사용하는경우(Text-Only)와 동일

한텍스트에문화재이미지를함께제공하는경우(Text + Image)로

실험을 수행한다. 실험에 사용된 모델은 Qwen3-VL-8B-Instruct,

gemma-3n-E4B-it이며, 평가지표는 BLEU, BLEURT, COMET-

22-DA(이하 COMET), ROUGE-1 을 사용한다. 모든 실험에서

입력 텍스트와 프롬프트 구조는 동일하게 유지하여 이미지 입력

여부에 따른 성능 차이를 분석하는 방식으로 수행한다.

III.I. 실험 결과

표 1는 시각 정보의 유무에 따른 일본어–한국어(JP→KR) 및 한

국어–일본어(KR→JP) 번역 성능을 비교한 결과를 제시한다.

전반적으로시각정보를함께제공한경우(Text + Image)는일부

설정에서텍스트만을입력으로사용한경우(Text-Only)에 비해전

반적으로 성능 향상을 보였으나, 이러한 경향은 모든 모델과 번역

방향에서 일관되게 나타나지 않았다.

JP→KR 번역의 경우, gemma-3n-E4B-it 모델은 Text + Image

조건에서 BLEU, BLEURT, COMET, ROUGE-1점수가 모두 상

승하며 시각 정보의 긍정적인 효과를 보였다. 반면 Qwen3-VL-

8B-Instruct모델에서는 BLEURT와 COMET점수가 소폭 향상되

었으나, BLEU와 ROUGE-1점수는 오히려 감소하는 경향이 관찰

되었다. 이는 이미지 입력이 의미적 판단에는 기여했으나, 형태적

일치도를 중시하는 지표에서는 오히려 불리하게 작용했을 가능성

을 시사한다.

KR→JP번역에서는두모델모두 Text + Image조건에서 BLEU

와 BLEURT점수가일관되게개선되었으며, 특히 Qwen3-VL-8B-

Instruct모델에서 BLEU점수가 1.44에서 3.47로크게상승하였다.

이는 시각 정보가 의미 보완을 통해 일본어 번역에서 보다 적절한

표현 선택을 유도했음을 시사한다. 반면 gemma-3n-E4B-it 모델

에서는 ROUGE-1점수가소폭하락하였는데, 이는 이미지입력이

어휘수준의중복을증가시키기보다는, 문맥적의미보존과적절한

표현을 유도함으로써 번역의 의미적 충실도를 향상시켰기 때문으

로 해석할 수 있다.

이러한 결과는 시각 정보가 번역 품질 향상에 기여할 수 있으나,

항상 모든 평가 지표에서 성능 향상으로 이어지지는 않음을 시사

한다. 특히 텍스트 정보만으로도 충분한 정보가 제공되는 경우,

이미지 입력이 추가적인 잡음으로 작용할 가능성이 있으며, 본 연

구에서 사용된 비교적 소규모 파라미터의 모델 특성을 고려할 때

시각 정보와 텍스트 정보를 정교하게 통합하는 데 구조적 한계가

존재했을 가능성도 배제할 수 없다.

IV. 결론

본연구는문화유산설명문번역이라는도메인특화환경에서시

각정보가기계번역품질에미치는영향을분석하였다. 이를 위해

일본 문화유산 데이터베이스 ColBase를 기반으로 이미지–텍스트

쌍으로 구성된 일본어–한국어 양방향 번역 데이터셋을 구축하고,

텍스트 단독 입력과 이미지 결합 입력 조건을 비교하는 멀티모달

번역실험을수행하였다. 실험결과, 시각정보를함께제공한경우

(Text + Image)는 일부 모델 및 번역 방향에서 BLEU, BLEURT,

COMET, ROUGE-1등의지표에서성능향상을보였으나, 이러한

효과는 모든 설정에서 일관되게 나타나지는 않았다. 특히 텍스트

정보만으로도충분한의미해석이가능한경우에는이미지입력이

성능 향상으로 이어지지 않는 경우도 확인되었다. 이러한 결과는

문화유산 설명문 번역에서 시각 정보가 잠재적 이점을 지니는 동

시에, 모델 구조와 입력 조건에 따라 그 효과가 달라질 수 있음을

시사한다. 본 연구에서 사용된 비교적 소규모 파라미터의 멀티모

달 모델 특성을 고려할 때, 시각 정보와 텍스트 정보를 정교하게

통합하는 데 한계가 존재했을 가능성도 배제할 수 없다.

향후 연구로는 본 연구를 다양한 문화권으로 확장하고, 다개국

문화유산 해석 및 교육 환경에서의 실제 응용을 반영한 데이터 확

장과 함께, 동아시아 문화유산 간 연관성을 분석하는 멀티모달 연

구로 범위를 확장하고자 한다.
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