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Why Parameter-Efficient Fine-Tuning
is Needed?

Domain shift Full fine-tuning
in a city | :>

is costly
Resource ’

Original Lightweight LLM Parameter
for IoE Applications

Bert RoBERTa | ALBERT | GPT-NEO | TinyLLAMA

\ 109,482,240 | 124,645,632 | 11,683,584 | 125,198,592 | 1,034,512,384
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0. Quantum Algorithm for Parameter-Efficient Fine-Tuning
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QSL for Efficient Pretrained LLM Fine-Tuning Structure
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a) Fine-tuned Model Evaluation on NLG Task

Metric

Task Method Rouge1 RougeL BERTScore
Full 12.3 10.4 85.9
NLG LoRA 7.7 7.6 71.7
Task Prefix 6.9 5.1 51.4
QSL 15.8 8.1 86.6

[ Full Tuning B LoRA Prefix Tuning I QSL

)
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< | 125,383,152 (100%) /I/—‘ 6
o
£ - 147,456 (0.118%) §4
el -
% 552,960 (0.441%) | 2
8 123,000 (0.098%) 0
- (o] 100 200 300 400
#Num. of Trainable Parameters Steps

b) Trainable parameter comparison
across methods
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c) Loss curve
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