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Abstract—This paper presents a YANG-driven QoS enforce-
ment framework integrated with an OpenFlow SDN controller.
High-level bandwidth policies defined in a custom YANG model
are translated into HTB-based shaping rules applied to a Mininet
bottleneck link. Experimental results show that, unlike best-
effort forwarding where background traffic collapses to 11.8 kbps,
the proposed system guarantees stable 500 kbps and 250 kbps
bandwidths for emergency and background flows, respectively.
These results demonstrate the effectiveness of combining SDN
programmability with YANG policy modeling for automated QoS
control.

Index Terms—Software-Defined Networking (SDN), YANG
Data Modeling, NETCONF, QoS Enforcement, Bandwidth Reser-
vation, Mininet, Traffic Shaping.

I. INTRODUCTION

The growing diversity of network applications introduces
increasingly stringent quality-of-service (QoS) requirements
that cannot be satisfied by traditional best-effort forward-
ing. Software-Defined Networking (SDN) provides centralized
control and global visibility of traffic flows [1]], yet QoS
enforcement in many SDN systems remains tightly coupled
to controller-specific logic, limiting portability and scalability.

YANG, a data modeling language for NETCONF, offers
a structured and standardized way to express configuration
intent, making it suitable for policy-driven QoS manage-
ment. Integrating YANG with SDN enables the decoupling
of high-level QoS intent from low-level forwarding behavior.
Prior work in fog and edge computing architectures, such
as SDFog [2], highlights the importance of flexible and
programmable QoS orchestration across distributed environ-
ments. Similarly, SDN-based QoS controllers and allocation
frameworks have demonstrated the feasibility of mapping
application requirements to network resource reservations [J3]],
[4].

This paper presents a small-scale prototype that demon-
strates YANG-driven QoS enforcement in an SDN-based
Mininet environment.

II. RELATED WORK

SDN has been widely studied as an enabler of pro-
grammable network control and management [1]]. In particular,

e N e )
Home
[ cctv } Gateway(s1) Cloud Edge(s2) 4[ Alert }
\§ J _ J

Users(u1)

User2(u2)

Fig. 1. Framework of YANG-driven QoS enforcement over SDN.

SDN and Network Function Virtualization (NFV) have been
explored as foundations for QoS-aware traffic engineering and
service orchestration [3]]. These approaches leverage central-
ized control to improve flexibility and resource utilization in
dynamic network environments.

Several SDN-based QoS controllers and allocation schemes
have been proposed to provide guaranteed bandwidth and
application-aware resource management [3[], [4]. While these
systems demonstrate effective QoS enforcement, they of-
ten rely on controller- specific implementations. In contrast,
model-driven approaches such as SDFog [2] emphasize the
use of abstract policy models to decouple QoS intent from
underlying mechanisms. Our work follows this direction by
employing YANG as a standardized interface for expressing
QoS policies and demonstrating lightweight enforcement in a
Mininet-based SDN testbed.

III. DESIGN

The proposed QoS control framework consists of four
layers: the data plane, SDN control plane, YANG-based policy
layer, and QoS translation layer, as shown in Fig. [1]

A. Data Plane

The data plane is implemented using two Open vSwitch in-
stances (s1 and s2) connected through a constrained bottleneck
link. Four hosts generate traffic: a CCTV emergency source, an
alert receiver, and a background sender—receiver pair. Access
links operate at 100 Mbps, while the bottleneck is configured
at 1 Mbps with 20 ms delay, enabling controlled evaluation of
QoS behavior under congestion [3|.



B. SDN Control Plane

A Ryu controller provides OpenFlow 1.3 connectivity and
performs basic L2 learning for forwarding without embedding
QoS logic. This separation allows the controller to focus on
forwarding while QoS enforcement is handled externally [1].

C. YANG-Based Policy Layer

A custom YANG module, hsh-gos, defines two configura-
tion parameters: emergency-bw, specifying reserved bandwidth
for emergency traffic, and background-bw, specifying band-
width for background flows. These parameters are supplied
via an XML configuration file (gos-config.xml), decoupling
QoS intent from controller implementation. This model-driven
approach aligns with the use of YANG and NETCONF in fog
architectures such as SDFog [?2].

D. QoS Translation Layer

The QoS Translator enforces YANG-defined policies by
installing an HTB root qdisc on the bottleneck interface (s!-
eth3) and creating two child classes for emergency and back-
ground traffic with rates derived from the YANG configuration.
Packet classification is performed using u32 filters, mapping
emergency traffic (10.0.0.1 to 10.0.0.2) to the high-priority
class and all remaining flows to the background class. This
design enables lightweight, intent-based QoS automation in a
Mininet-based SDN environment.

IV. EMULATION RESULTS

Two scenarios are evaluated to examine the effectiveness of
the proposed QoS framework: (1) best-effort forwarding with-
out QoS enforcement and (2) YANG-driven QoS enforcement
using HTB shaping. UDP traffic is generated using a 500 kbps
emergency stream and a 250 kbps background stream.

A. Best-Effort Forwarding

Under best-effort forwarding, no traffic shaping is applied
at the bottleneck link. While the emergency stream sustains
its sending rate of approximately 500 kbps, the background
flow experiences severe starvation and achieves only about
11.8 kbps due to FIFO queuing under congestion.

B. YANG-Driven QoS Enforcement

With YANG-driven QoS enforcement enabled, emergency
and background flows are isolated into separate HTB classes
on the bottleneck interface. Both flows achieve their configured
bandwidth levels with stable throughput over time.

C. Summary

Overall, the emulation results demonstrate that YANG-
driven shaping eliminates starvation and provides predictable,
policy-compliant bandwidth allocation compared to best-effort
forwarding.

V. PERFORMANCE EVALUATION

We evaluate the hybrid QoS approach in terms of throughput
stability, fairness, and policy responsiveness, focusing on the
benefits of decoupling policy expression from enforcement.

A. Throughput Stability

Under YANG-driven shaping, both emergency and back-
ground flows achieve throughputs close to their configured
rates with low variability, demonstrating effective class isola-
tion by HTB in a constrained environment.

B. Fairness and Resource Allocation

Compared to best-effort forwarding, where the background
flow achieves only 11.8kbps, the shaped configuration im-
proves background throughput by more than a factor of 20
while preserving higher priority for emergency traffic, ensuring
policy-compliant resource allocation.

C. Policy Responsiveness

QoS parameters are defined in YANG and provided via
XML, allowing bandwidth allocation to be modified without
changes to SDN controller logic. The translation layer applies
updates dynamically, reducing operational overhead and sup-
porting intent-based network management. The same YANG
model can be extended to additional QoS mechanisms or NFV-
based service chains [5].

VI. CONCLUSION

This paper presented a YANG-driven QoS enforcement
framework operating over an SDN-controlled Mininet envi-
ronment. Declarative bandwidth policies are translated into
HTB shaping rules, achieving stable and fair bandwidth al-
location and eliminating starvation observed under best-effort
forwarding. The results demonstrate that combining SDN
programmability with structured YANG policy models enables
lightweight QoS automation. Future work includes integrating
a full NETCONF server and extending the approach to addi-
tional QoS parameters and larger or multi-hop topologies.
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