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Abstract

Discrete diffusion language models have shown that with on par performance with autoregressive language models,
they have strengths of parallel generation and editing wrong generated tokens. In this research, we compared
different types of inferencing techniques to find the best inference strategy. With experimenting with two open—
sourced discrete diffusion language models, LLaDA 8B model and Dream 7B model, we found that block diffusion
style of inferencing achieves the best performance on GSM8K, math reasoning benchmark.

I . Introduction

Autoregressive transformer based language models
have shown great success in language modeling.[1]
However, they have limitations due to their left to
right nature: they suffer from sequential inference
latency as they have to generate tokens sequentially,
and they do not have the ability to correct wrong
generated tokens.

Discrete diffusion language models are a new
paradigm of language modeling that adapted discrete
diffusion to language modeling. Combined with masked
language modeling, discrete diffusion language models
show on par performance with autoregression
language models.[7] However, unlike autoregressive
language models, they can generate tokens in parallel,
look over past and future to generate tokens, and edit
wrong tokens after generation of that token. As they
have advantages that autoregressive language models
lack, they still need more research.

In this work, we try to answer the following
research question: which method is best for
inferencing discrete diffusion language models? With
experiment, we found that block diffusion inference

strategy is the best strategy to use for math reasoning.

II. Method

We experimented with two discrete diffusion
language models: LLaDA 8B model and Dream 7B

model.[2,3]. We evaluated them on GSM8K Math
reasoning benchmark.[4 ]

We experimented three types of inference
strategies: pure diffusion, block diffusion, and
autoregressive generation. Pure diffusion inference
strategy randomly selects tokens at every step. Block
diffusion strategy divides the whole sequence into
blocks and performs diffusion in that block. So, at
every step, block diffusion only predicts tokens in the
current block whereas pure diffusion can predict any
token in the sequence.[6] Lastly, autoregressive
generation generates similarly to decoder—only
language models; one token at a time, sequentially.

We used fast—-dLLM github repository for the
experiments.[5] The results are in Table 1.

Table 1. Experiment Results

LLaDABase LLaDAInstruct DreamBase DreamlInstruct Average
Pure Diffusion 2.05 23.35 63.31 78.09 41.7
Block Diffusion 35.18 73.31 64.29 78.54 62.83
Autoregressive 25.93 75.06 63.31 78.09 60.5975

We can see from the result that block diffusion
inference strategy showed the best performance. By
generating tokens near already—produced content, it
better leverages contextual information to produce
correct answers.



II. Conclusion

In this work, we experimented to find out the best
method for inferencing discrete diffusion language
models. By experiment, we found that block diffusion
generation technique can achieve best performance
for math reasoning benchmark across different
discrete diffusion language models.
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