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BCI (Brain-Computer Interface)= | M AA 22 E LMo MY M E
St M5 ARELL 22 2% 7|71E MOiStAL ALY
O[AE MESte 7|52 SHTC Z2 T BCI A0 AOE &
K O{(1oT) 2OF7t &F 15% 5 XHX|StH 2 440| == ACH[1].
SHX|DH L] M= =O|=7F M AMEab AlZHo| 2t Zatx| 7|
2o M2|5t7|7F 0 ofECh d2iM o CHE22| BCl= M= E
245t ofd g AKX AFSt= WHOM E2E (Deep
Learning)l} Z2 MHA2{Y (Machine Learning)2 ITHMo=Z
AHESHAIEE E2{d 7|8te| BCle H&8%E/7|0 of2f 2XTOo|
ZEXoict AR, BEtol 2HE d¥Y = gl £H A (Black-box)
ZHZE Qi %= Al Al HO| o{FL, A|AHS MEEE
DAAZICEH [2]. M, Of AL © =2 © o|dol BH +AHS ST
LChSt CojH +=&0| QT[22 ALEAL HO[HO0| XStE 1, O]
et HAoAM MEHE He KMot AT 2H7F Qoo [3].

= g37= olz{st Ha{del otAE FE3I1At Bt Brain to IoT
SAO| M2 ALEXIQ| oEE HHD CIXE MzzE Heste
ZAo|Ct O E E0f, MEE AU L= 1oT BHE =S| I
sig oot ZEE L FYO| HHEZ YL U=K(State 1),
Hl2tdet E[A=X(State 00 HS| EHEHsHOF BHCH F, | Yo
2z 0of Chet F st 0| X &7 (Binary Classification)& 0| 83tM BCI
4 10T 7|7| MO{7} 7+ 38tLt.

ozt 71E "2ld 718 Bt & ol BF 3 49
=758 (Black-box) ZHE i AB7| 2ot ME22 YRS H et
THECZ, X FY 7Ho| 3o ot ZHZ A1, Belief
Propagation Y1Z|EFS & OF 2F =ZHe =& TAxE
Z ozt o= 2datE b S92 FLUSHA 2 FSHRACE

5|

) F 7ho| EFTt 42 AEE S7HE K 2 (Spatial Constraint, D),
7™ AZ-d(Functional Connectivity, FC), T+Z& A4 M (Structural
Connectivity, SC)2| Al 7tX| f2le2 2FSIYULCE [4]. Ml 7FK] M
ZHO| M2 MAX QI A I AUt JHSHH Y iQtj ALO| o] HA|
o BA(W)E CHe1F 20| mHd &= Uk

W__=0(-SCL_J,+ B~FCil_+y~D[]_
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Structural Connectivity (SC)

Functional Connectivity (FC)

Spatial Constraint (exp(-D))

Final Weight Matrix (W)

5o £5 BOIRER| BB} 0 S EHGL| 2,
OF HW& ME X = {x,x,x,-x )8 ZYSHACL Of7IA
x € 01010, 12 xSl B, 02 HBYHE oot
x| ME| HWE XS X7| AR BH ¥ 0B O 20|

A 5HAT.
N N

N N
J&) = L o)+ X F wyx) - AT %

i i=1j=i+1 i=1
0| &t4== I A Node Potential (¢), Edge Potential (), 12| 1 Sparsity
Penalty ()2 T/ =L}

0 SHES 74 24

Node Potential cbi(xi)% he E9o| = Ho|HE BrEBCE THOf

x = (B0, AH B =

x, = O(HIZ8)0|H, 0= Hhetstry.

Edge Potential QJil_(xi, x]_)E £

@oio| Eof et £ Jhx| g SutC,
q;ij(xi, xj) = e{Wij~ (xi A xj) —
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82 (x,® x=1), Dl,],01| H 25t eI =
e 2F 020 =Xt 12 OlgX| o 42, F MK &2 Sl
Ol =2 HEEIE &FLF 62Ae2 = FYOl HIX| HEHE
AP MEL o & FHO| AXFZ HEHZE HiX| 2| Of
m ZHEX2[0] fIX|et FHS Moot YEXH o=z oF H0
FH FY92 g/io|ct. O|E o|83%t0 sE ZAESIL T
g0l 50 A YS HHFT| AdH e2 FSHALL.
AU 2 Sparsity penalty= ZE xl,7f 1Y o Z|CH7b &= XHE of
(Trivial solution)S "X|87| 2Tt W22, 6~8 AL0|Q| ZfO =2 X|F
FUCH
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SFUME BEXOoR HFY XE 7T = Uk YnzF

RI8l Z = =(Variable Node)2t & 4=(Factor Node) AtO|Of| A mEtE|=
O A|X]= Cha1t 20| Fol ot

def) Fi(xi) = d)i(xi) - A x,
D, (5) =F(5) = & x,

D, &) =F &)+ T u

(x)
oy re#k,l by, ok

k

Dy L, (1) = max, (3 T, (1)

1. Al 20| M Zat U sfj 4
ZE UYI7IX] 4% (Focal, Cross-boundary, Multi-focal, Multi-focal
diagonal) O CHS{ L2[EFS HESIUL, 2 ALROHC} accuracy2t

Jaccard SimilarityS A &SR

Focal (F) 2 3t 7+9 (FCE T &&/ &) oM §EF =9 =0| 2datE
A2, Cross-boundary (CB)E Z-d3tEl FYS0| & #+90| 28 U=
4%, Multi-focal (MF)2 7H2 & FY0|M 212 §F EHE0|
=245tz 42, Multi-focal diagonal (MFD)= MF2t & YSHX|EH &=

2efo| © Z20|ct
[E 112 Z 422 10380 &8 Aol Bt Accuracyt Jaccard
Similarity’S 2|5t ALt

[ 1]47tX] A|Lt2| 2 B Accuracy, Jaccard Similarity

F CB MF MFD

Accuracy 0.9556 0.9514 0.8993 0.9146

Jaccard 0.8062 0.8737 0.7355 0.7658

Accuracy= F, CB, MFD, MF &, Jaccard Similarity= CB, F, MFD, MF
=02 HOoiX|& 442 Borh & X2 ok & Xo|=
AUOLt 2= MFQ 20| 71 22 AS & == QUL

(38 312 cB, [A8 4] MF [1% 512 MFD2| A|E20|M
Zuto|ct It AF 7ol X=F0| A St HH (Ground
Truth), 7H2 0|7t L O| =7} & EHEl k| Z4 = input GO E| (Noisy input),
REZO| YnE Mg T FEE K= A0 FY (BP Inferred
Result)O|Ct. HE Dt Z1to| 42 Mot 2 WatM H|i=datE
H2 MEtMo 2 BAISHRAD, HA| inputl| A2 M7|7t 5 T
H7LAHO 2 EA|3|-91E|'_

2

(Spanning A & B Boundary)

[ 3] Spanning A & B Boundary

Scenario: Multi-focal Spots (Centers of C & D)
Accuracy: 0.964, Jaccard: 0.351

[Z1& 4] Centers of C & D

Scenario: Multi-focal-diagonal Spots (Centers of A & D)
Accuracy: 0.927, Jaccard: 0.792

Input (0-10) N 8P

[ 5] Centers of A & D

[12 512 W, 2T 90| JtExte| g9 =@si=
U= p? = O 90| /Y W E 7| EL
SO, ZHERE0f /XD S92 HA 2F FHo| 37 =
5740l 21tst7| mZof LtEtt Z O[T O] 2= replicate padding=
AHESiA siAT = AS AO|2 Z|ChBrCt JHEAE] Gat WS
SH F 720 HEZ0|A E® (N by N - (N+2) by (N+2))
Y YYo| 2=t ZHE Hde = A Yn2|FQ /MHE 5FE
= UL}

EDH [ 410 20| 7Pk F Y ALO[O] O| & X7t EXYSHH F
g0l O[0|X|= Aut7h LtEHACE Ol QIF 0| CHSHA edge
penalty 2t0] £&F3t7| MZO[Ct 0|9t &2 Xte T =&ES
disfstn, FH Fgez HMubEo| me2b A[AHRS HeEE
XSHAIZICE SHX|2F o] XMl az|Ee =X S sl 22 0
518 7ttt Xt H el ol ACE.
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2 =20lMs Hilafd ¢aelE 7|8t Bl s42 £ 8L HoH
2Z ZNE "aSXoE dfdst7| /ot gne|FS Hetetot A
Lol stFdE sotXoz DEY G SHELE Foo F 0|
ozt St= HE XE 7| 2I5t0] Belief Propagation 7S
NBSISUTH NIl O[T H4E o S5t siAE 02"l
715t At SEE7L HRSHX|EH Belief Propagations

ARSI EB ovH2Z AlZt BEEE 7Mooz Y 4 Ut
EE 2 UN2ES 9 Ho|HO| YL DfAlR{Ho Hs x|
ol
AN

o= TI OO
Moo= HolH £5 2 o2 + US Ho= Heltt

O 212|152 2HLUE 0|83 o HFRY WS Y=
fNIRS2E BHH AR E[O], Zf ToT AFE AlO] Ed3tkls FAES

2oz B S AX|g = A g HOICL FIHHO 2, INIRSE

g sZ=RY =& HotEol |87 59 FEer A

FEHoZ HEdE A85H0 oy WK metst{LY, EEGH

HEHez 7| MZE FHFote 7IALt &H ARESHOl Al
H

2 &9l Brain to loT 42| 7|52
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