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요 약 

 

본 연구는 유지보수 서비스요청(Service Request, SR) 처리이력(요청내용-처리내용)을 지식베이스로 구축하고, SR 기반 

검색증강생성(RAG) 파이프라인의 핵심인 검색(retrieval) 모듈 성능을 정량 평가하였다. SR 을 

요청구분/처리유형/요청내용/처리내용/완료여부로 템플릿화한 뒤, BM25, SBERT 기반 밀집검색, 그리고 BM25 상위 100 후보에 

대해 BM25 점수와 밀집 유사도를 가중합(Weighted Sum, α=0.98)으로 결합한 하이브리드를 비교하였다(전체 SR 1,140건, 완료 673건, 

평가 질의 100 건; easy/paraphrase/id_drop). easy 및 id_drop 에서는 BM25 가 Hit@10=1.00 으로 가장 안정적이었으며 

하이브리드/선택적 하이브리드도 성능을 유지하였다. paraphrase 에서는 하이브리드가 Hit@10 0.75→0.77, MRR@10 0.619→0.632 로 

개선하였고, 특히 저신뢰 구간(bin0, n=33)에서 Hit@1 0.212→0.242, MRR@10 0.358→0.398 로 향상되었다. 또한 BM25 margin 하위 

20%에만 하이브리드를 적용하는 신뢰도 라우팅은 전체 성능 저하를 방지하면서 저신뢰 질의의 개선을 가능하게 했다. 

 

 

Ⅰ. 서  론 

공공·금융 업무 시스템의 유지보수에서는 반복적으로 유사한 

SR 이 접수되며, 기존 처리이력의 재활용이 생산성과 품질을 

좌우한다. SR 데이터는 자연어 요청과 식별자(기업번호, 

화면/전문코드 등)가 혼재되어 검색 난이도가 높다. 본 연구는 

SR 처리이력 기반 RAG 지원 모듈을 제안하고, 검색 성능 및 

운영 정책(신뢰도 라우팅)을 정량 평가한다. 

 

Ⅱ. 본론 

BM25 는 실무 검색의 강력한 기준선이다[1]. 문장 임베딩 

기반 밀집 검색(SBERT[2], DPR[3])은 재서술 질의에서 의미 

유사도를 반영할 수 있다. RAG는 검색 결과를 LLM 입력에 

결합하여 생성 품질과 사실성을 개선한다[4]. 본 연구는 

하이브리드 검색의 효과가 구간별로 상이할 수 있음을 전제로 

한다. 

1. 제안 방법 

파이프라인은 (1) 문서 템플릿화(필드 결합), (2) 비식별 처리, 

(3) 희소/밀집 인덱스 구축, (4) 하이브리드 결합, (5) 신뢰도 

라우팅으로 구성된다. 하이브리드는 BM25 상위 N(100) 

후보에 대해 BM25 점수와 SBERT 코사인 유사도를 정규화한 

뒤 가중합(α=0.98)으로 결합한다. 라우팅은 BM25 margin 을 

신뢰도로 사용하여 하위 20% 저신뢰 질의에만 하이브리드를 

적용한다. 

2. 실험 설계 

데이터는 SR 1,140건(완료 673건)이며, 완료 SR에서 100건을 

표본 추출하였다. 질의는 (a) 원문(easy), (b) 재서술(paraphrase), 

(c) 식별자 제거(id_drop)로 구성하였다. 지표는 Hit@K 및 

MRR@K(K=1,3,10)이며, 정답 문서는 동일 SR(self-retrieval)로 

정의하였다. 

[표 1] 데이터 및 평가 설정 요약] 

 

3. 결과 및 논의 

원문(easy) 및 id_drop 조건에서는 BM25 가 Hit@10=1.00 의 

높은 성능을 보여 기준선으로 충분했으며, WSum 

하이브리드와 신뢰도 라우팅(Selective Hybrid)도 성능을 

유지하였다. 반면 paraphrase 조건에서는 WSum 하이브리드가 

BM25 대비 Hit@10 0.75→0.77, MRR@10 0.619→0.632로 소폭 

개선하였다. 개선은 저신뢰 구간(bin0)에서 더 두드러졌으며, 

이는 하이브리드의 효과가 질의 난이도(신뢰도)에 따라 

달라짐을 시사한다. 

 



[표 2] Variant 별 검색 성능(Hit@K, MRR@10). SelHybrid 는 

BM25 margin 기반 신뢰도 라우팅으로 paraphrase 에서 하위 20% 

질의에만 하이브리드를 적용한 결과이다. 

 

재서술(paraphrase) 질의에서는 외국어/숫자/식별자 혼입 등 

생성 품질 편차가 발생할 수 있으며, 이는 밀집 검색 및 

하이브리드 성능 분산과 안정성에 영향을 줄 수 있다. 따라서 

실무 적용 시에는 재서술 품질 검증(QC)과 재생성/폴백 

정책을 함께 운영하는 것이 바람직하다. 

[표 3] paraphrase 저신뢰 구간(bin0, margin 하위 

33%(3 분위))에서 BM25 대비 하이브리드(WSum) 개선 

 

 

Ⅲ. 결론 

운영 적용 시에는 (i) 검색 결과(Top-k SR)의 처리내용을 

근거로 요약/가이드를 생성하고, (ii) 비식별 및 정책 

검증(민감정보 차단, 근거 미제공 답변 금지), (iii) 로그/피드백 

기반 개선을 포함해야 한다. 본 평가는 동일 SR 을 정답으로 

하는 self-retrieval 로 실제 '유사하지만 다른 SR'을 찾는 문제를 

완전히 대변하지 못한다. 향후에는 유사 SR 라벨링(또는 

세미-자동 실버 라벨) 기반 평가와 생성 단계(근거 인용 

포함)의 엔드투엔드 평가가 필요하다. 

구현 로드맵(요약)은 1) SR 정규화/비식별 배치, 2) 

BM25+벡터 인덱스 구축, 3) 검색 API 및 라우팅 로직 적용, 4) 

오프라인 평가 자동화(variant/구간별 리포트), 5) 파일럿 적용 

및 사용자 피드백 수집 순으로 제안한다. 

본 연구의 정량 평가는 동일 SR 을 정답으로 정의한 self-

retrieval 설정으로, 실제 운영에서 요구되는 “유사하지만 다른 

SR” 검색 과제를 완전히 대변하지 못한다. 향후에는 유사 SR 

라벨(Top-k 다중정답) 구축 또는 저신뢰 구간 표본에 대한 

인적평가를 병행하여 실무 유효성을 보완 검증할 필요가 있다. 

또한 재서술(paraphrase)과 같이 표현 변형이 큰 질의에서는 

밀집 모델의 도메인 적합도가 성능을 좌우한다. 범용 SBERT 

대신 한국어·업무도메인 임베딩 모델로 교체하거나, SR 쌍을 

이용한 약식 대조학습[9]을 적용하면 하이브리드의 개선 

구간을 확대할 수 있다. 더 나아가 BM25 Top-N 후보에 대해 

BERT 계열 재랭커를 적용한 2 단 검색은 의미적 정합성을 

높이는 대안이다[5][6]. 

생성 단계는 처리내용 근거를 요약해 제시하는 수준에서 

시작하되, 근거 문장 제공, 민감정보 차단, 근거 미제공 답변 

금지 등 운영 통제 규칙을 결합해야 한다. 검색-생성 결합이 

지식집약 과제에서 효과적이라는 선행 연구[4][7]를 기반으로, 

유지보수 도메인에서도 근거 중심 생성 평가를 포함한 

엔드투엔드 검증이 요구된다. 

실험 재현성 측면에서, 희소/밀집 및 하이브리드 검색을 동일 

프레임워크에서 비교할 수 있는 도구를 활용하면 데이터 갱신 

주기마다 자동 리포트를 생성해 운영 의사결정을 지원할 수 

있다[8]. 

추가적으로, 저신뢰 질의만 선별적으로 고비용 

모듈(밀집/재랭킹/LLM)로 라우팅하면 지연시간과 비용을 

관리할 수 있으며, 본 연구에서 확인한 ‘저신뢰 구간 개선’ 

결과와 직접 연결된다. 순위 기반 평가는 nDCG와 같은 누적 

이득 기반 지표로 보완될 수 있으며[10], 신경망 기반 

정보검색의 설계·평가 논의는 [11]에 정리되어 있다. 또한 

relevance feedback 기반 질의 확장[12]은 식별자 

누락(id_drop)과 같이 단서가 부족한 질의에서 추가 개선 

여지를 제공할 수 있다. 
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