LLM H53 7]H 7|HE &8
A4,

AFostal ol Apoldd

¢ HE TM IR 4

/\HLJ/]_ /q]zr,H

23 ¢
S|

719 4]
85 AFA%G dlolEAbo] el

rlatndusgu@sju.ac.kr, bmin@sejong.ac.kr

Personal Information De-Identification in Legal Documents
using LLM-based Iterative Refinement
Soo yeon Kim, Byungseok Min
Sejong University.

9 o
2 = gt Aol RE(LLM)S 288 ‘?3 A MR A s S A’keith 7]E 73 7]uk 9 NER o] #9A dAlE F5317]
93] ZEZE X 4olF, LoRA 7|4t 901, 121 Dual-Refine ¥H54] /1A 71H& A 2 Y92E F5314 T Llama3, Qwen25 F 7H
Edof ek AF A} @E8 73 ZHFLES) few-shot 859 X390l 7P EatA o]l on, LoRA 3Q1FYS S8l WERS oF 12% 7HAaAl7]aL
BERTScoreE °F 7% /A7t #¢Hd Dual-Refine 713 v 2o HES slete] oS Aagt nj2ds J5S g8t
I.HE B el A= LLM 718 |E w4 v12d3 45 FdA717] 96
WE A AR Ao A% 712 S ket ez A4, A9l ?_}74]%; qHe Zi]‘ﬂ'?}‘:}. A, E'_‘:jal_ol jﬁ% %*19_4 %_‘/F*é'% O]éﬂé}f’—
o A9} BT ke ANE O Ta ook o2l Bap) gy IS TAS EFE P Qles LRLE T AQABE FASH
HAY A7 2 B4 BHoz 3ad 49 sjeldr Haw 2 GDPRI} th b/ 2 ZEZEY Zero-shot, 1-shot, Few-shot 5 % 67}4]
2o BE WA AR 2% 98 AR uads Wy AYS Jaet A}, 2ApdxeE 2|Aof9) oA & 2§t "?E“ipﬁl x
(de-identification)’= Z4Ael Az HAo|;. WE BA] v Aw g %EE + Few-shot’ 2 'Zd¥ &Z 2] £2 + Few-shot’ 23S 54
g i FWLEME, dAsws 5 AQANAR(Pesonally 24 95 EEUC 53 Few-shot WA RelolA Al v
Identlflable Information, PINE B4 8ted A8 tiA|sle ddoe, s} Ald|e} &9 P Oﬂ’_\]g Xﬂ%“?—f}.‘”_iw TE2YE 2ol ZHoA

3l JH% ?l{\_]?l.gi H;aol 0134?: %u_]'q;gl O]OHE _J_L?_?}E]' Zero—shot EHH] TQI‘Q’]U]?—} Aé% 63:)2}% %*6]3]'5% \l":]'
371 HAEs Age 2 AEds 2 AR 7 oA S 289 73
irule-based) 7ol St ol BHS ASAZY F ey mae ot
S2WEs} ol Y40 R ARl alMiz EoHoly, “vlm  FneTuning | FRTETT, e G20
QN AAFE"H o] ol whet ou)7t A EHE 1Y AH 3 7 o S
W 5dS Q3] Adsts el @7t 9lehl]
olefgt $AE ngEly] Sjal, olFel= Held 7wt Named Entity -~ @
Recognition(NER) .21 283 Hl283 A77}F auks] 18w sentence™ - ovtout
53] BERT A\ %e] A3 dojmdg 7o w & NER F8e &
o ARE Sgate] AOARE Bxsto M 7] 2 7uk 9 o] — LLM  |-refined
- _ LLM Feedback output
6(}: 2] /Ké ’Lo;'% E]_Oﬂ];], Thunder-DelD _Lg] _]ﬂ[z]{_ §_}-:T1Loi OJ ‘\‘ﬂ’a — — i prOMpE s — .
%o S8 NER 7|8 H 428 A ~908 AlRkaje] 94 o] A5e s
3 oﬁP‘%E‘r e} o] g “0“48 gatE vl 53} <5 dlojE 15
o At n-go] Q7EM, S5y lolEo] LA F2 AR 3o 2] 1 Ak wAlEEl A ~H
7H‘ﬂ2351— el A= °‘HP§¥ Asol AgHE wAS 7 IEZE IAY YL B8 7% A G o F, WE Lridle] 53t
A R Aol (Large Language Model, LLM)2] % d.‘li Ao g Aws 22 7 Y] AF 2eE] 98 B HelEYS 5
Ag] AutelA 71490 Ae Fol olFolAaL o, MAAR FA gt 22419 Ao B EE A4 mae A% FolEYs= AL 1
R Hj s} Fop I T FE The o] FERL QI LLM AT got AR A9e 27 mdo wMed (AL & 93] glo
APSEE e et e BAS olal® ¢ Qo ME RES W ma 2 e17o)4 LoRA(Low-Rank Adaptation) 71%[41S Hg-ho]
g LvQlel A4 482 49 HE 5ol o, B 7E 2L AV gede sas vusidn v 422 1A A A
A PSSl sk Reoks dAVF EARL[L] o] o FE] AYTS Lo M WE BA S5 njAEs FH& A
ofo] & ATelle ZEZE IAYY[3], LoRA 7% B IRIFE gzl mrdals BA0] wo|x Ruo] 22 2o £x5 nEslux
[4], 712)3L Self-Refine 714 [5]& 24 Dual-Refine HJ%Z% A7 goint 30 ok 4000709 HWE B4 HolE[2]2 ggatgdon, 7t b
& AT UE TA v S AR Agtehs S ARE oy Jadnsl viE 98T uAEs A9y} gad 23 gow
85 A M E FIHH 07 A TFst e s A E %Efﬁ, U gl B el vl w) %%91 S SEFL TS F
A7l A A 7 A5 A5 T3 n|AEst Aol 4843 A V202 A3H7] 98 Dual-Refine 7]8-< #|ok3te}, o]i= mdlo] =}Al
& SN FATIE A BRE g o 2¥g A2~ Hrlsln /A EkE Self-Refine W E(GIS S48 A
o7 “‘*‘01 e vAdst AR s wab AFEa FAshs =

I.2e 28 EFA 0|2 B9 B wilo] 1 £ Q& RPYS A3kl

1) At v 4Es} Al2g

EoES e daEs BE



2) 49 74 2 37 HEY

B ool A8S NVIDIA RTX A6000 GPU Aol A 85l om,
AdamW &Elvto] A9} 2e-49] StHES A&kt dhre] 84 9
A=) Aurgl A% FRE Y8 Callback 34 71Wke] A5 27) F8
(Early Stopping) WIAUFS £9)3te] Validation Loss7t 33| & 7114
Hx 2e A g5e Zugozi FAHIS WAl ke
Bfloatl6 AR =2 3= 9lom, 24402 169 F& wjx| Alo|2E &
wato] k5o oA B uAY g R 2d slelu|g H7)
of W2 As wskE EAMsl] 98 Llama-32-3B, Llama-31-8B,
Qwen2.5-3B, Qwen2.5-7B Bd& &4t} gl 2de njulgl
e b A 7 AR ARE B3 HTHA:

A o
wer= AL

WER (Word Error Rate): 52

) 2
g 248, go] BesE AR PE REL] 957

Rpppr= |

Leakage Recall: 33 #7dl= A5y Agolxe 7153ke 794

B Q2(L,,)7F A4 7 Vol A Qo AAE =R ZA5he] 43
93& FGrisie}

thek WERo|Y BERTScore Z22)7} wro} Tgre] A oud Aun
7 ]}\% Aol A 9] =2 Leakage RecallS H|A4¥3le] AgHte &
T AR A 7}7{:}3}.1 B otk wetA #4419 444 88 7Hx) 9
Z*E EOW olgh= F 7H %ﬁg T 2EP=A daslr] 98, 9 A
EE 97|1H o7 AAsle nesls 34 AS 9yl ®Aon)

A

3) A% A% B4

2 A4 Llama-39 Qwen-25 &S d)do

& Aol W2 v s A5 BAST. A9 A5} A SEE vl

o BAg TR Ao HART FARYS 4ERS o F2A

HEHD B GALE WA Ead A &

Shebele 7t 245 WE 4 0499 el A4skd A3t =
e

2 2 A 3

B 2ER 7= 2 Few-shot 33}
l\%a@l?_ ghzol] oA, TS B oA ZFRZES] F2H o
HjAE g Aol vl X S FASAT [ 1A 81 & 9%
o], T AAEHS &3 Zero-shot WA BT 1A H Q] GA|E E 83t
Few-shot el ARHAQ A9 7ado] Yepyht.
Few-shot ZFXE2 BdoA v2dsle gidz 9 A& 13
Zhelegro M HE T4 549 5% 29 SoME o %
s dl 71stsinh 53] Edlo] A7 4L 8ok AY g
)

N
-

+ 3] R
S ks @S gAstd, a9 A4 E& fAEtEAE Has
Auuks A9s] Afete 71200 s GHE + Stk
3B Base @& T-Z+zero shot|Base @Z % T-%+few shot
WER | Bert | recall | WER | Bert | recall
llama3 | 0.99 0.206 0.999 0.324 0.87 0.887
qwen25| 0368 | 0.800 0804 | 0208 | 0917 | 0.800

E 1 few shot oA frirell 2 45 Hlal

Hojx =d ] FQIFY Y F94
"E}Ji%ﬂ/ﬂ Hlo]~ ®dld]| Few-shot &
S AR mdo] Auld oz 9431 x]g_—g- =
=3 53] 3B Aw9 Llama-3 292 92159 ¥ BERT Score”}
A 09522 FojmfstA st W 2E TEHo| A3HAS
Atk v & g5 2dlo] A4 3RlFd BA A Recall 747} ’\%
AU AAEE dao] BHEI| = O}g\ﬂ}\gq 2ol FjelAr A
Heo] AEsEE WA YEhd £ AFE ZA ) wo]
o] wHlz} #Agle] 54 S Tt A 3ste AFLS =HH
2] (Over-detection)oll A Hloju}, she Rl HEZ Fal oA 2)d
Ar o} AUk fol2 Al TR} AR} o) BE o] ofd
AR SAFS WO RN FA 9 AHA I E HESE 4E A
FHo, ARG R ALY RFHQ] A5 7| B8t Hlle] H AUtk

lH

ool

o
I
ox, oo

odly ok
Ho sy

2
BL
e

o

.884

l)‘_l

g g g
o 1 (T I oh 9 3o O

- Base ©1Z38 TZ+few shotLoRA B1&E8 FX+few shot
WER Bert recall WER Bert recall

llama 0.324 0.87 0.887 0.068 0.986 0.851

qwen 0.208 0917 0.800 0.082 0.986 0.853

E 2 9ES FE 9 AR ol mE 2

249 v g A7)d wE 4% o] (3B vs 8B)
mdo| e FE7F AZel we} v sl AUne}l £24 fX

H A vl

o] Bk 4 g—o—}b Aol Uit 887 RUES 3B mdEur} o
B 28 WERE /)30t UEe) ol §8 sdon uzdy

Base ¥ TX+few shot | LoRA ¥t FZ+ew shot

WER Bert recall WER Bert recall

B Llama 0.292 0884 | 0814 0.209 0952 0.802
Qwen 0.265 0.891 0.79 0.214 0929 0.865

B Llama 0.321 0.871 0.8% 0.200 0937 0.856
Qwen 0.225 0905 | 0.843 0.188 0945 0.868

E3 29 EF % ) 0E )R ndsRy 2l s o

Fd9 a5 AFE9k 49 A3 Few-shot 8-S Zero-shot Ul
wer it 383%9 A IS HYon IRy % Az Holg
(3600 FHEE WERS Ft] 12% #A2AAY &5 Adse o B
HE Zud dolHAl SE, AAE HEE s 2d A A7 28

m

P ATE LLM 71 WE A W aslo)x) 2E55E dxyolds) 5
3 5

1

h84 (]
stk e Do WE A5t ol e A8 b Bl 4
T BAAM] EEEE =Y F US Ao dgdn.

ACKNOWLEDGMENT
o] =2 W9} A FA ] Yoz AP ol FH Het
wol JAlgFUEAg el d+asgyth
ZF1EF

[1] “LEGAL-BERT: The Muppets straight out of Law School,”
Chalkidis, I. et al, EMNLP, 2020.

[2] “Thunder-DelD:Accurate and Efficient De-identification Frame
work for Korean Court Judgments,” Hahm, S. et al., EMNLP, 2025.
[3] “Language Models are Few-Shot Learners,” Brown,T.et al.,
NeurIPS, 2020.

[4] “LoRA: Low-Rank Adaptation of Large Language Models,” Hu, E.
J. et al, ICLR, 2022.

[5] “Self-Refine: Iterative Refinement with Self-Feedback,” Madaan,
A. et al.,, NeurIPS, 2023.



