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Abstract 
The proliferation of Internet of Things (IoT) devices has fueled the demand for mobile edge computing (MEC) to support 

low-latency, high-performance applications. However, uneven load distribution among MEC servers can cause 

increased delays and degraded quality of service. This paper proposes a large language model (LLM)-based task 

offloading policy designed to achieve efficient load balancing by minimizing the average maximum server delay. The 
proposed approach leverages the reasoning capabilities of LLMs to make dynamic offloading decisions based on real 

time system states, heterogeneous resource capacities, and varying workloads.

Ⅰ. Introduction 

  The widespread adoption of IoT devices require high 

data rates, computational and storage resources, for 

which MEC [1] has emerged as promising technology. 
MEC offers low latency and localized processing, but 

fully leveraging its potential requires optimized use of 

channels, computation, and power. Existing heuristic 

and learning-based offloading methods struggle with 
network dynamics or demand extensive training. 

Recent advances show that LLMs [2] can provide 

strong reasoning and adaptive decision-making, making 

them promising tools for MEC resource management. 

 In this work, we propose an LLM-based online task 
offloading policy for MEC systems, aimed at achieving 

efficient load balancing in real time. The proposed 

approach applies the LLM repeatedly to newly arrived 

tasks, enabling dynamic offloading decisions that 

minimize the maximum server delay across multiple 
edge servers at each time slot, thereby improving delay 

performance and enhancing overall system utilization. 

Ⅱ. Simulation Results 

 
Fig. 1. Distribution of maximum server delays over 

time for different task offloading schemes.  

 

   

Fig. 2. Average maximum server delay versus task 

arrival probabilities  and task computation workloads. 

 We compare the performance of proposed method with 

three baseline schemes: genetic, distance, and uniform 

scheme. Fig. 1 illustrates the distribution of maximum 

server delays over time for each of the previously 
mentioned schemes for L = 30 and λ = 0.5. Fig. 2 

depicts how the average maximum server delay 

changes as the task computation workload and 

generation probability increase. As illustrated in figures, 
LLM-based scheme outperforms the benchmark 

schemes. 

Ⅲ. Conclusion 

In this work, we proposed an LLM-based task 
offloading policy for MEC networks, aimed at achieving 

effective load balancing by minimizing the average 

maximum server delay. The proposed scheme makes 

efficient task offloading decisions in real time without a 

training stage required for machine learning or 
reinforcement learning. 
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