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Convolution Layer1
Output : 1X32X67

Convolution Layer2
Output : 1X64X67

Pooling Layer
Output : 1X64X33

Flatten
Output: 1X2112

Fully Connection Layer1
Output: 1X128, ReLU

Fully Connection Layer2
Output : 1X4, ReLU

Output Layer
Softmax
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