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요 약

네트워크 트래픽 행위 분석은 암호화 트래픽의 증가와고도화된 네트워크 서비스 환경으로인해 점점 더 중요한 연구 주제로
부각되고 있다. 기존의 포트 기반 또는 DPI 기반 분석 기법은 암호화 환경에서 한계를 가지며, 이를 보완하기 위해 통계적
특징과 머신러닝, 나아가딥러닝 기반의행위분석기법이활발히연구되고있다. 본 연구에서는네트워크 트래픽을패킷 단위
가아닌 패킷번들(Packet Bundle) 단위로 표현하는입력표현방식을 기반으로, 서로 다른 딥러닝모델들이해당표현을 어떻
게 활용하는지를 비교 분석한다. WeChat 트래픽 데이터셋을 대상으로 1D CNN, LSTM, Transformer 모델을 적용하여 이진
분류 및 5-class 네트워크 행위 분류 실험을 수행하였다. 실험 결과, 이진 분류에서는 모든 모델이 높은 정확도를 보였으며,
다중 행위분류에서는순차적시간정보를고려하는 LSTM 모델이가장우수한성능을기록하였다. 이를 통해패킷번들기반
입력 표현이 다양한 딥러닝 모델에 효과적으로 활용될 수 있음을 실험적으로 검증하였다.

Ⅰ. 서 론

현대의 네트워크 환경은 고도화된 공격 기법과 함께 지속적으로 진화하

고 있으며, 이에 따라 네트워크 트래픽 분석 및 보안 시스템의 중요성은

지속적으로 증가하고 있다. 특히 고속·대규모 네트워크 환경에서는 알려

진 공격뿐만 아니라 이전에 관찰되지 않은 제로데이 공격까지 탐지할 수

있는 능력이 요구된다. 이러한 요구에 대응하기 위해 다양한 네트워크 트

래픽 분류 및 분석 기법이 제안되어 왔으며, 각 방식은 고유한 장단점을

가진다.

초기 네트워크 트래픽분류는포트 번호나패턴매칭에 기반한시그니처

기반 탐지 방식이 주를 이루었다.[1] 해당 방식은 빠른 탐지 속도와 낮은

오탐율이라는 장점이 있으나, 암호화 트래픽 환경이나 새로운 공격 유형

에 취약하다는 한계를 가진다. 이를 보완하기 위해 통계적 특징을 기반으

로 한머신러닝기법이도입되었으며, 트래픽의 패킷 길이, 인터패킷시간

(IAT) 등의 특징을 활용하여 분류 성능을 향상시켰다.[2] 그러나 이러한

접근방식은수작업특징설계에의존하며, 다양한트래픽환경에대한일

반화 성능에 한계가 존재한다.

최근에는 CNN, RNN 등 딥러닝 기반 기법이 도입되며, 원시 트래픽 또

는변환된 트래픽표현으로부터자동으로특징을 학습하는연구가활발히

진행되고있다.[3] 특히 암호화된트래픽환경에서도 행위 기반분석을수

행할 수 있다는 점에서 딥러닝 기반 접근 방식은 큰 장점을 가진다. 그러

나 기존 연구의 상당수는 특정 모델(CNN)에 국한되거나, 단순 이진 분류

문제에 초점을 맞추고 있어 입력 표현 방식이 다양한 딥러닝 모델에서도

일반적으로 활용 가능한지에 대한 검증은 충분히 이루어지지 않았다.

본 연구에서는 이러한 문제의식을 바탕으로, 네트워크 트래픽을 패킷 번

들(Packet Bundle) 단위로 표현하는 입력 방식을 활용하여 서로 다른 딥

러닝 모델 간 성능을 비교 분석한다. 기존 연구에서 제안된 패킷 번들 기

반 표현을 확장하여, 1D CNN뿐만 아니라 LSTM과 Transformer 모델에

도 동일하게 적용하고, 이진 분류 및 다중 행위 분류 문제에서의 성능을

체계적으로 분석한다.

Ⅱ. 관련연구

암호화 트래픽 환경에서네트워크 행위를 분석하기 위한 연구로, 트래픽

의 분포적 특성과 시간적 구조를 활용한 접근 방식이 제안되어 왔다. Li

et al.은 암호화된 인터넷트래픽을대상으로 sliding window 방식을 적용

하고, 윈도우 좌측과 우측의 패킷 분포 차이를 KL-Divergence로 계산하

여트래픽을 분할하는 방법을 제안하였다.[4] 해당 연구는원시패킷 정보

대신 클래스 간 분포 차이를 강조하는 특징을 학습함으로써 암호화 환경

에서도 행위 인식이 가능함을 보였다. 그러나 File Transfer와 같이 상대

적으로 작은 용량의 트래픽이 발생하는 경우에는 행위 전환 시점이 명확

하게 분리되지 않아, 정확한 행위구간분할이 어렵다는 한계가존재한다.

한편, WeChat 트래픽을 대상으로 세션 및 패킷 번들(Packet Bundle) 단

위의 행위 분석을 수행한연구에서는,[5] 연속된패킷을 일정시간단위로

묶어 하나의 번들로 표현하는 입력 방식을 제안하였다. 해당 연구는 패킷

번들 개념을 활용하여 세션 단위의 트래픽 행위를 효과적으로 표현할 수

있음을보였으며, 2D CNN과 1D CNN 모델을수직적으로결합한행위분

석프레임워크를제안하였다. 이를 통해 패킷단위분석대비향상된분류

성능을 달성하였다.

그러나기존패킷 번들기반연구는 CNN 기반단일모델 구조에초점을

두고 있으며, 제안된 입력 표현이 순차적 시간 정보를 명시적으로 활용하

는 LSTM이나 self-attention 기반 Transformer 모델에서도 동일하게 효

과적인지에 대한 검증은 충분히 이루어지지 않았다. 또한 실험 설정이 이

진 분류와 같은 비교적 단순한 행위 구분 문제에 집중되어 있어, 보다 복

잡한 다중 네트워크 행위 분류 문제로의 확장 가능성에 대한 분석이 필요

하다.



Ⅲ. 본론

3.1. 데이터 입력 표현

본 연구에서는 네트워크 트래픽을 1초 단위 세션으로 분할하고, 이를 다

시 10ms 간격의 패킷 번들로 구성한다. 하나의 입력 샘플은 총 100개의

패킷 번들로 이루어지며, 각 번들은 총 전송 바이트 수(Bytes), 평균 인터

패킷 시간(IAT), 패킷 개수(Packet Count)로 구성된 3차원 특징 벡터로

표현된다. 따라서 입력 데이터의 형태는 (B,100,3)이며, 여기서 B는 배치

크기를 의미한다.

3.2. 모델 구조

본 연구에서는 네트워크 트래픽을 1초 단위 세션으로 분할하고, 이를 다

시 10ms 간격의 패킷 번들로 구성한다. 하나의 입력 샘플은 총 100개의

패킷 번들로 이루어지며, 각 번들은 총 전송 바이트 수(Bytes), 평균 인터

패킷 시간(IAT), 패킷 개수(Packet Count)로 구성된 3차원 특징 벡터로

표현된다. 따라서 입력 데이터의 형태는 (B,100,3)이며, 여기서 B는 배치

크기를 의미한다.

그림 1 행위분석 LSTM / Trasnformer 모델 구조도

3.3. 실험 결과

Chat과 File Transfer에 대한 이진 분류 실험에서는 1D CNN과 LSTM

모델이 약 98.68%의 정확도를 기록하였으며, Transformer 모델은 약

97.37%의 정확도를 보였다. 이는 패킷 번들 기반 입력 표현이 단순 이진

행위 구분에 효과적임을 의미한다.

5-class 네트워크 행위 분류(Chat, File Transfer, Voice, Video, Others)

실험에서는 LSTM 모델이 가장 높은 성능을 기록하였다. LSTM은

Accuracy 92.42%, Macro-F1 72.20%를 기록하였으며, 이는 순차적 시간

정보를 효과적으로 활용한 결과로 해석된다. 반면 Transformer 모델은

상대적으로 낮은 성능을 보였으나, 전반적인 행위 분포를 반영하는 데에

는 의미 있는 결과를 나타냈다.

Ⅳ. 결론

본 연구에서는 패킷 번들 기반 네트워크 트래픽 입력 표현을 다양한 딥

러닝 모델에 적용하여 행위 분석 성능을 비교 분석하였다. 실험 결과, 제

안된 입력 표현은 CNN, LSTM, Transformer 모델 모두에서효과적으로

활용 가능함을 확인하였으며, 특히 다중 행위 분류 문제에서는 순차적 시

간 정보를 고려하는 LSTM 모델이 가장 우수한 성능을 보였다.

향후연구에서는 VPN 환경이나더복잡한암호화트래픽환경에서의적

용 가능성을 검증하고, 바이트 레벨 정보 또는 attention 기반 pooling 기

법을결합한입력표현확장을통해보다정교한행위분석모델을설계할

예정이다.
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Model Accuracy (%)
1D CNN 98.68
LSTM 98.68
Transformer 97.37

표 1 모델 별 Chat/FileTransfer 이진 분류 성능

Model Accuracy Precision Recall F1-score
1D CNN 91.62 76.81 67.84 68.73
LSTM 92.42 81.73 70.93 72.20
Transformer 90.97 69.41 66.49 64.43

표 2 모델 별 5-Class 분류 성능


