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Model Accuracy (%)
1D CNN 98.68
LSTM 98.68
Transformer 97.37

¥ 1 29 ¥ Chat/FileTransfer o3 5% A%

5-class Y EHZ 3¢ #7(Chat, File Transfer, Voice, Video, Others)
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Model Accuracy | Precision | Recall | F1-score
1D CNN 91.62 76.81 67.84 | 68.73
LSTM 92.42 81.73 70.93 | 72.20
Transformer 90.97 69.41 66.49 | 64.43
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