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Defect | Defect | Defect Obiect | oni
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ation ion il il

MYA'I]‘;C’ 80.672 | 65.64315 | 7250629 | 7221764 | 83.46473 | 99.13793 | 90.27067 | 81.2732 | 76.18271 | 93.12064 | 83.8044

MVTec- 60.19007 | 42.36253 | 4898167 | 57.90554 | 70.12579 | 84.375 775724 | 63.07328 | 56.85484 | 72.96248 | 63.90935

VisA 69.96054 | 405042 | 60.81871 | 59.7479 | 67.66982 | 91.22995 | 81.46828 | 67.34277 | 51.58598 | 84.89011 | 64.17445

G‘x%k 50.61397 | 57.43707 | 53.05445 | 60.54014 | 77.67123 | 83.02642 | 77.24978 | 66.37044 | 81.05457 | 566167 | 66.66667

Average | 6535914 | 5148674 | 5884028 | 62.60281 | 75.98289 | 90.69233 | 8164028 | 69.51492 | 6641952 | 76.89748 | 69.63872
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MYA'I]\;C_ 84.62769 | 73.11203 | 71.75189 | 7831822 | 91.45228 | 97.84483 | 93.05048 | 84.3082 | 91.19086 | 91.63934 | 91.41455

M[‘;)To_ 62.99093 | 47.65784 | 51.12016 | 63.44969 | 74.10901 | 86.58088 | 79.79051 | 66.52843 | 65.42339 | 74.17143 | 69.5233

VisA 77.29695 | 51.59664 | 5580618 | 65.46218 | 77.55804 | 94.0107 | 81.75339 | 71.9263 | 63.69783 | 86.08787 | 76.41597

GZ‘;;“ 552027 | 62.62395 | 4807437 | 61.44036 | 74.17808 | 89.67795 | 7598098 | 66.73977 | 50.70509 | 61.80867 | 55.70899

Average | 70.02957 | 5874762 | 56.68815 | 67.16761 | 79.32435 | 92.02859 | 82.64384 | 72.37568 | 69.00429 | 78.42683 | 73.2657

E 2. Qwen3-vl-8B-Instruct 4% 23}

efect | Defect | Defect Object )
Anomaly| jagcific | Localizat| Descripti| ,D6fect | Classific| OPIeCt | Average| Recall |Precision| F1
ation ion on ation

MVTec* 84.66847 | 73.27801 | 71.66806 | 78.31822 | 91.36929 | 97.62931 | 92.97732 | 84.27267 | 91.27243 | 91.64619 | 91.45893

ML}Z)’I(SC(‘): 63.07819 | 47.55601 | 51.42566 | 637577 | 74.21384 | 8547794 | 79.85213 | 66.48021 | 65.42339 | 74.25629 | 69.56056
VisA 7730824 | 51.0084 | 556391 | 65.54622 | 77.64402 | 94.11765 | 81.78902 | 71.86466 | 68.61436 | 86.16352 | 76.39405
GZODde 5529738 | 62.4714 | 48.00797 | 61.5904 740411 | 8967795 | 76.18058 | 66.7524 | 50.70509 | 61.9012 | 55.74655

Average | 70.08307 | 5857845 | 566852 | 67.30313 | 79.31706 | 91.72571 | 82.69976 | 72.34248 | 69.00382 | 78.4918 | 73.29002
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