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요 약  

 
본 연구는 AI 기술과 소프트웨어 공학적 최적화를 결합하여 유튜브 댓글 데이터로부터 정밀한 인사이트를 

도출하는 시스템 ‘솔트(Salt)’의 고도화 과정을 제안한다. 기존 3 분류 감정 분석의 한계를 극복하고자 번역 

파이프라인과 고성능 언어 모델을 결합하여 7 종의 세부 감정 카테고리를 구현하였으며, 논란 탐지 모델에 라벨 

엔지니어링을 적용하여 정밀도(Precision)를 기존 15.7%에서 88.9%로 대폭 향상시켰다. 또한, 대규모 데이터 처리 및 

유튜브 API 할당량 관리를 위해 Spring Batch 기반의 비동기 처리 아키텍처를 도입하여 시스템 응답 속도를 기존 대비 

약 60 배 향상시켰다. 본 연구는 정량적 성능 개선과 더불어 다중 영상 비교 및 신조어 해석 등 실효성 있는 기능을 

통해 객관적인 여론 판단 환경을 구축하였다. 

 

 

Ⅰ. 서 론  

유튜브 플랫폼의 댓글은 시청자의 반응을 확인하는 

핵심 지표이나, 방대한 데이터량과 주관적인 표현으로 

인해 수작업 분석은 불가능에 가깝다. 기존의 단순 

긍·부정 분류는 복합적인 감정 뉘앙스를 포착하지 못하며, 

실시간 데이터 처리 시 발생하는 API 호출 병목 현상은 

서비스의 지속 가능성을 저해한다. 이에 본 연구는 

1 학기 구축된 기초 시스템을 기반으로, AI 모델의 판정 

정책을 정밀화하고 데이터 처리 파이프라인을 

최적화하여 상용 수준의 분석 신뢰도와 시스템 안정성을 

확보한 고도화된 솔루션을 제안한다. 

 

Ⅱ. 시스템 아키텍처 및 운영 최적화 

본 시스템은 안정적인 데이터 수집과 고속 분석을 

위해 Fast Path 와 Batch Processing 구조를 결합한 3-

Tier 아키텍처를 채택하였다. 유튜브 Data API 의 엄격한 

할당량 제한을 극복하기 위해 Spring Batch 와 

Scheduler 기반의 사전 처리 파이프라인을 구축하였다. 

반복적인 요청을 방지하기 위해 분석 결과를 AWS 

RDS 에 캐싱하고, 일정 기간 내 재요청 시 저장된 

데이터를 우선 반환함으로써 API 요청량을 85% 

절감하고 서버 부하를 70% 낮추었다. 개선 결과, 비동기 

병렬 처리 기법을 통해 평균 응답 속도를 2.24 초에서 

0.04 초로 약 60 배 단축하며 사용자 경험(UX)을 

극대화하였다. 

 

[Fig. 1] 고도화된 시스템 아키텍처 

 

[Table 1] 시스템 성능 개선 수치 

 

Ⅲ. AI 모델 고도화 및 분석 신뢰성 검증 

1. 다국어 모델 활용 및 감정 분석의 해상도 강화 

 한국어 댓글의 복합적인 감정을 정밀하게 포착하기 

위해 roberta-base-go-emotions 모델을 도입하였다. 

한국어의 뉘앙스를 영어 기반 고성능 모델에서 

최적으로 처리하기 위해 DeepL API 를 통한 비동기 
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번역 파이프라인을 구축하여 분석의 정확도를 

높였으며, 이를 통해 기쁨, 감사, 화남 등 7 가지 세부 

감정 카테고리를 구현하였다. 

2. 논란 탐지 정밀도(Precision) 개선 

 기존 모델이 단순 비판을 논란으로 오판(False 

Positive)하는 문제를 해결하기 위해 facebook/bart-

large-mnli 모델에 Label Engineering 을 적용하였다. 

'사기/뒷광고' 등 구체적인 의미가 포함된 라벨로 

세분화하고 임계값을 튜닝하였다. 검증 결과, 실제 

댓글 데이터셋을 기반으로 수행한 Confusion Matrix 

분석 결과, 정밀도가 15.7%에서 88.9%로 크게 

개선되어 시스템의 판단 신뢰성을 확보하였다. 

 

[Table 2] AI 모델 성능 비교 지표 

 

Ⅳ. 통합 서비스 구현 및 주요 기능 

본 시스템 ‘솔트(Salt)’는 방대한 데이터를 구조화하여 

제공하기 위해 다음과 같은 기능을 통합 구현하였다. 

⚫ AI 기반 요약 및 키워드 추출 

GPT-4o 를 활용해 수천 개의 댓글을 문맥에 따라 

자연어로 압축하며, TF-IDF 기반 클러스터링으로 

핵심 관심사를 도출한다.  

⚫ 다중 반응 시각화 및 비교 

7 종의 세부 감정 차트와 여론 변곡점 파악을 위한 

시계열 흐름도를 제공하며, 최대 3 개 영상의 지표를 

동일 선상에서 대조 분석할 수 있다.  

⚫ 사용자 편의 기능 

신조어 드래그 시 즉시 정의를 노출하여 세대 간 

정보 격차를 해소하며, 자체 알고리즘을 통한 실시간 

인기 랭킹 서비스를 제공한다. 

 

[Fig. 2] 시청자 반응 지표 통합 시각화 대시보드 

 

[Fig. 3] AI 기반 요약 및 반응 분석 컴포넌트 

 

Ⅴ. 결 론 

본 논문은 AI 모델의 정밀화와 아키텍처 최적화를 

통해 고도화된 유튜브 댓글 인사이트 시스템을 

제안하였다. 정량적 분석을 통해 60 배의 응답 속도 

향상과 AI 모델의 유의미한 성능 개선을 확인하였다. 

향후 설명 가능한 AI(XAI) 기술을 도입하여 판단 근거를 

제시함으로써 데이터 기반 인사이트의 신뢰도를 더욱 

강화할 계획이다. 
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