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Parameter Value
Target Network Update 1000

Parameter Value
Total Node (N) 35

Learning Rate 3x 10 Replay Memory 100000
Capacity
Discount Factor ¥ 0.99 Batch Size 64
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