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요 약
본 논문은희소신호(sparse signal)의 희소성(sparsity)을 신경망모델 기반으로분석할 때의 신호 데이터의 새로운 전처리 방법을 제시한다. 신호를
등간격으로 샘플링한 결과를 행켈 행렬(Hankel matrix)로 치환할 때, 이 행렬의 특잇값들(singular values)은 원 신호의 다양한 성질을 포함한다. 그러
나 이 특잇값의 순서 분포는 신호 대 잡음비(SNR)에 종속되어 있어, 인공 신경망이 특잇값을 직접 학습하는 경우 SNR에 큰 영향을 받는다는 사실을
확인했다. 본 논문은행켈행렬을내림차순으로정렬했을때, 인접한특잇값간의비율이 SNR에 매우독립적인분포를지녔으며, 이 비율을인공신경망
의 입력으로 사용했을 때 SNR에 대해 강건한 학습 결과를 보인다는 것을 밝힌다.

Ⅰ. 서론

희소 신호(sparse signal)란, 신호를이루고 있는 전파(radio wave)의 수,

즉 채널의 수가 신호 길이에 비해 매우 적은 신호를 의미한다. 본 논문에

서는 채널의 수 를 신호의 희소성(sparsity)이라고 정의한다. 희소하지
않은 신호의경우무선 전송시 잡음(noise)의 영향을 상대적으로 적게받

아 신호 처리가 잘 되지만, 희소 신호의 경우 신호의 강도에 비해 잡음의

강도가 큰 경우가 발생해 잡음을 처리하는 과정에 문제가 발생할 가능성

이 높다. 따라서 희소 신호의 경우 그 본연의 성질을 잘 추출하여 분석하

는 것이 일반적인 신호에 비해 매우 중요하다고 할 수 있다.

본 논문에서는, 우선 희소신호를등간격으로샘플링한벡터로구성한행

켈 행렬(Hankel matrix)의 특잇값(singular value)을 인공 신경망 모델의

입력으로받아 신호의희소성을판별하는기존 연구결과인 NsigNet[1]이

어떤 구조로 작동되는지 탐구한다. 또한, 기존의 NsigNet이 가진 한계점

을 분석하고 이를 극복할 방법에 대해 다룬다. 특히, 모델을 학습한 데이

터의신호 대 잡음비(SNR)가 실제 데이터의 신호 대 잡음비와다른 경우

제대로 된 판별이 일어나지 않는 문제를 해결하는 방안으로 인접한 특잇

값 간의 비율을 사용하는 새로운 데이터 전처리 방법론을 제시한다.

Ⅱ. NsigNet의 작동 원리 및 한계점

NsigNet은 복소수로 이루어진신호를등간격으로샘플링하여얻은 차
원 벡터를 행켈화(Hankelization)하여 행렬로 치환한 뒤, 그 행켈 행렬

(Hankel matrix)의 특잇값들(singular values)을 입력으로 받아 원본 신

호의 희소성의 추정값을 출력하는 신경망 모델이다.[1]

구체적으로, 어떤 신호를 샘플링한 벡터 x의 번째 성분은 다음과 같
은 수식으로 표현할 수 있다.

x 
  

(단, ≤≤).

여기서 ∈ℂ는 번째 전파(radio wave)의 복소 이득(complex gain),
∈ 는 번째 전파의 진동수(frequency),   는 신호를 샘플
링하는 시간 간격, 그리고 는 신호의 희소성을 의미한다. 따라서 샘플
벡터 x를 서로 다른 개의 등비수열을 항별로 합한 것으로 볼 수 있다.
한편, 임의의 ≫ 차원 벡터 x  x x ⋯ x에 대
한행켈행렬 ℋx의 번째행과 번째열에해당하는성분은다음과
같다.

ℋx   .
여기서 ℋx이 정사각행렬 꼴에 가깝도록 다음과 같이 가정한다.

ℋx∈
ℂ

×  은 짝수
ℂ ×  은 홀수

이때, 다음 정리가 성립한다.[2]

정리 1. 차원 벡터 x  x x ⋯ x의 각 성분이 개
의 등비수열을 항별로 합으로 표현된다면, 즉 어떤 상수 와
에대해 x 

 이라면, 벡터 x에대한행켈행
렬 ℋx의 계수(rank)의 최댓값은 ≥ 일 때 가 된다.

위 정리에 따라, 다양한채널수를 가진희소 신호들에대한 샘플벡터들

이주어진경우, 각각의벡터들에대한행켈행렬이가진 보다큰특잇값
들의 개수가 곧 그 신호의 채널 수 가 됨을 알 수 있다.
그러나, 현실세계에서무선통신상황에서의신호는다양한요인에의한

가산 백색 가우시안 잡음(AWGN, Additive White Gaussian Noise)이 추

가된다. 즉, 실제 샘플벡터는각성분이독립적으로평균이 인복소정규
분포를 따르는 잡음 벡터 ∈ℂ가 더해져 x  x의 형태가 된다.
따라서 정리 1을 현실세계에서 얻은샘플 벡터의 전파 분해에 바로 적용

하는것은현실적으로어려우며, 특히 값을모르는경우잡음제거역시
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원활하지 않다.

NsigNet은 정리 1의 행켈행렬의계수에 대한성질에주목한다. 우선, 편

의상 샘플 회수 을 짝수라 가정한다. NsigNet의 입력값은 잡음이 추가
된샘플벡터 x에대한행켈행렬 ℋx의특잇값들을내림차순으로정
렬하여 얻은벡터 s∈ℝ로 한다. 이때 신호대잡음비(SNR)가 충분히
크다면 s의 번째 성분부터 에 가까운 값을 가지게 된다. 따라서
NsigNet은 s가몇 번째 성분부터 에 가까워지는지를 학습하여 원본 신
호에 중첩된 신호의 개수, 즉 희소성 값을 판별한다.
그런데, NsigNet은 그 입력으로사용되는 s의 분포의 차이로 인해발생
하는 구조적인 한계를 지니고 있다. 구체적으로는 입력 데이터, 즉 샘플

벡터에 대한 행켈 행렬의 특잇값들의 순서 분포(order distribution)가

SNR에 종속되는 문제가발생한다. 이로 인해 학습에사용된 샘플 신호의

SNR과 실제데이터의 SNR이 다른경우제대로된판별결과를나타내지

못하는 현상을 발견했으며, 구체적인 정확도 지표는 Ⅲ장에서 다룬다.

학습 데이터의 각 샘플 신호는 차원의 벡터로 이루어져 있다.
각 샘플마다 서로 다른 개의 복소 이득(complex gain)이 복소정규분포 을따르는 개의신호표본을사용했다. 전체 학습데이
터의 희소성은 ∈    이며, 총 개의 학습 데이터 중에 해당하는 개의 표본에 대해 ∈   에
따른 s가 다음 표와 같은 순서 분포를 나타냄을 확인하였다. 실제 s는  차원 벡터이지만, 이 중 가장 큰 개의 값만 기록하였다.
   

평균 표준편차 평균 표준편차 평균 표준편차                                    
특히순수잡음에의해발생하는특잇값들, 즉 ≥에서 s의평균
및 표준편차가 에 반비례하는 경향을 확인할 수 있다.
Ⅲ. 특잇값 간의 비율을 활용한 NsigNet 입력 데이터의 전처리

s가 원 신호에 대한 중요한 정보를 가지고 있음은 자명하다. 그러나 앞
서 보았듯, s으로 이루어진 데이터를 직접 NsigNet의 학습에 사용하는
것보다, 데이터에 추가적인 전처리를 사용했을 때 더 효율적인 학습이 가

능하다는 것을 유추할 수 있다.

SNR의 값에 독립적인 입력 데이터를 얻기 위해연구한결과, 다음과 같

은 벡터 r∈ℝ를 사용할 수 있다는 것을 발견했다.
r ss (단, ≤≤).

즉, ℋx의 특잇값들을 내림차순으로 정렬한 뒤, 인접한 특잇값들끼리
나누되, 작은 값을 큰 값으로 나누어 ≤r≤ 이 되도록 벡터 r을
정의한뒤, 이를 NsigNet의 입력으로사용하는것이다. 이 경우신호의희

소성 에 대해 r의 번째 성분부터는 거의 같은 특잇값들끼리의
비가 되어 r≃이 된다. 따라서 NsigNet을 s 대신 r로 학습시
킨 경우에도 NsigNet은 여전히 신호의 희소성을 예측할 수 있다.

다양한 SNR 값에 따른 r의 순서 분포는 아래 표와 같이 나타난다.r의 표본은 Ⅱ장에서의 s의 표본을 그대로 활용해 구했다. r을 제외
한 r의 순서 분포가 SNR값에 대해 독립적임을 확인 가능하다.
   

평균 표준편차 평균 표준편차 평균 표준편차                                    
Ⅱ장에서설명한다양한 SNR 값에대한학습데이터에서얻은 s와 r를
NsigNet에 학습시켰을 때 나타나는 정확도는 아래의 표와 같다. 실제 샘

플은 각 ∈    마다 씩 총 개를 구성했다.
데이터 종류 s r

학습SNR

실제SNR
     

                  
위 표를 통해, s로 학습시킨 NsigNet은 특히 실제 데이터의 SNR이 학
습 데이터의 SNR보다 작은 경우 모델의 성능에 치명적인 문제가 발생하

나, r로 학습시킨 경우 이러한 문제가 해결됨을 확인할 수 있다.
Ⅳ. 결론

본 논문에서는 기존의 신경망 모델 기반으로 신호의 희소성을 판정하는

NsigNet의 작동 원리를 파악하고, NsigNet의 입력값으로 사용되는 행켈

행렬의특잇값들, 즉 s가가지는순서분포가 SNR에크게종속됨을밝혔
다. 또한 SNR에 따른특잇값들의순서분포 차이는실제로 NsigNet의 성

능에 심각한 문제를 일으킨다는 것을 보였다. 그리고 이를 해결하기 위해

인접한 특잇값 간의 비율을 NsigNet의 새로운 입력값으로 제시했다. 본

논문에서 제시한입력데이터 r는 SNR에 높은 독립성을가지는 순서 분
포를 나타낸다. 그리고 다양한 SNR을 가진데이터를 활용한 정확도 테스

트 결과를 통해 r로 학습한 NsigNet의 SNR에 대한 강건성을 밝혔다.
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