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Hopper: Model Size Sensitivity

110 4 —&— Hopper-Expert

—&— Hopper-Medium
100 +

©
(=]
L

o
o
% 80
B
N 704
£
5 60
- e
50 4
40 4
301
128 64 32 16 8

Hidden Dimension

3% 2. Hopper #7314 A4% 77| FLo| ©g 45 ¥

Walker2D: Model Size Sensitivity
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