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1. LSTM#MLP} 2o/d oY & 25 o= ZEg9) 7ja
Layer (type)
input_Istm (InputLayer) [(None, 8760, 43)] 0 [1
Istm_0 (LSTM) (None, 8760, 64) 27648  [input_lstm[0][0]]

bn_0
(BatchNormalization)

Istm_1 (LSTM)

Output Shape Param # Connected to

(None, 8760, 64) 256 [Istm_O[O0][O]]

(None, 32) 12416  [bn_0[0][0]]

input_dense

(InputLayer) [(None, 72)] 0 (

concatenate [Istm_1[0][0],
(Concatenate) (None, 104) 0 input_dense[0][0]]
dense (Dense) (None, 128) 13440 [concatenate[0][0]]
batch_normalization

(BatchNormalization) (None, 128) 512 [dense[0][0]]
dropout (Dropout) (None, 128) 0 E:;:ﬁ)c]l;a?]ormahzan
dense_1 (Dense) (None, 64) 8256 [dropout[0][0]]
batch_normalization_1

(BatchNormalization) (None, 64) 256 [dense_1[0][0]]
dropout_1 (Dropout) (None, 64) 0 E;atil[la]?gﬁnahzan
dense_2 (Dense) (None, 32) 2080 [dropout_1[0][0]]
batch_normalization_2

(BatchNormalization) (None, 32) 128 [dense_2[0][0]]
dropout_2 (Dropout) (None, 32) 0 E;]at;?(;]r;gﬁnahzan
dense_3 (Dense) (None, 16) 528 [dropout_2[0][0]]
dropout_3 (Dropout) (None, 16) 0 [dense_3[0][0]]
output (Dense) (None, 1) 17 [dropout_3[0][0]]
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