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Model TeleQnA TeleQuAD NetBench Average

(Accuracy) | (BERTScore) | (BERTScore) || (Norm.)
GPT-40-mini 0.743 0.824 0.720 0.762
Llama3.1-8B 0.664 0.851 0.798 0.771
Mistral3-8B 0.706 0.866 0.790 0.787
Qwen3-8B 0.733 0.867 0.799 0.800
GPT-OSS-20B 0.757 0.876 0.808 0.814
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Model Rouge-L. | BERTScore | EM | F1(Token) | TA-Acc
GPT-40-mini 0.155 0.942 0.398 0.539 0.515
Llama-3.1-8B 0.314 0.897 0.176 0.302 0.291
Mistral3-8B 0.279 0.875 0.201 0.304 0.416
Qwen3-8B 0.414 0.932 0.339 0.472 0.465
GPT-OSS-20B 0.439 0.942 0.437 0.529 0.612
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Model L1 L2 L3 L4 L5

GPT-40-mini 0.765 | 0.541 | 0.369 | 0.267 | 0.159
Llama-3.1-8B 0.368 | 0.371 | 0.305 | 0.184 | 0.138
Mistral3-8B 0.572 | 0.143 | 0.500 | 0.158 | 0.183
Qwen3-8B 0.639 | 0.294 | 0.431 | 0.256 | 0.225
GPT-OSS-20B | 0.873 | 0.873 | 0.605 | 0.266 | 0.134
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