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요 약  

 
운전자의 스트레스는 인지 및 운동 능력을 저하시켜 교통사고 위험을 증가시키는 주요 요인이다. 그러나 기존 연구들은 

시뮬레이터 기반 실험이나 착용 부담이 큰 접촉형 센서에 의존하여 실제 주행 환경에서의 적용에 한계가 있었다. 본 

논문에서는 이러한 한계를 극복하기 위해, 실제 도로 주행 환경에서 수집한 얼굴 시각 기반 운전자 행동 데이터와 손목 

착용형 웨어러블 생체 신호를 융합한 운전자 스트레스 탐지 프레임워크를 제안한다. 제안한 프레임워크는 대시보드 

카메라를 통해 획득한 얼굴 시각 정보와 손목 밴드형 웨어러블 기기를 통해 수집한 생리 신호를 결합함으로써, 일상적인 

주행 환경에서도 적용 가능한 스트레스 탐지를 가능하게 한다. 16 명의 운전자를 대상으로 4 가지 실제 도로 환경에서 

수집한 데이터를 분석한 결과, 생체 신호만을 활용한 경우 F1-score 는 0.8356, 얼굴 시각 데이터만을 활용한 경우 

0.8972 를 보였으며, 두 모달리티를 결합한 멀티모달 모델은 0.9252 로 단일 모달 대비 향상된 성능을 나타냈다. 또한 

특징 중요도 분석을 통해 피부 온도와 머리 위치가 실제 주행 중 운전자 스트레스를 판별하는 핵심 지표임을 

확인함으로써, 얼굴 시각 정보와 생체 신호의 상호보완적 효과를 실증적으로 입증하였다. 

 

 

Ⅰ. 서 론  

운전자의 스트레스는 인지 및 반응 속도를 저하시켜 

교통사고 발생 위험을 평소 대비 10 배 이상 증가시키는 

등, 심각한 사회적 안전 문제를 야기한다[1]. 이러한 

위험성으로 인해 운전자 스트레스 탐지에 관한 연구는 

지속적으로 이루어져 왔다. 그러나 기존 연구들은 주로 

단일 모달리티(비디오, E4, ECG, SPR 등)에 의존하여 

제한적인 변수만을 반영하거나[2–5], 가상현실(VR) 기반 

실험을 통해 수행됨으로써 실제 주행 환경을 충분히 

반영하지 못하는 생태학적 타당성의 한계를 지닌다[6]. 

또한 실제 도로 주행 상황에서 가슴 스트랩과 같은 

부착형 센서는 착용 불편과 운전 방해를 유발하여 

장시간 적용에 제약이 있다[7]. 

 이에 본 논문에서는 기존 연구들의 한계를 보완하기 

위해, 실제 도로 주행 환경에서 수집한 운전자의 얼굴 

시각 기반 행동 데이터와 손목 착용형 웨어러블 생체 

신호를 융합한 멀티모달 스트레스 탐지 프레임워크를 

제안한다. 특히 일상적으로 착용하기 어려운 가슴 

스트랩이나 부착형 센서 대신, 착용이 간편한 손목 

밴드형 웨어러블 기기(Empatica E4)를 활용함으로써 

운전자의 부담을 최소화하는 동시에, 얼굴 시각 기반 

행동 정보와의 융합을 통해 실제 주행 환경에서도 

안정적인 스트레스 탐지를 가능하게 한다. 이를 통해 본 

연구는 외부 환경 정보에 의존하지 않고, 실제 주행 중 

나타나는 운전자 본연의 반응만을 기반으로 스트레스를 

효과적으로 탐지할 수 있는 가능성을 제시한다. 

Ⅱ. 본론  

본 연구의 데이터 수집은 실제 주행 환경의 다양성을 

반영하기 위해 총 16 명의 운전자를 대상으로 

고속도로(Speed), 도심(City), 종단 곡선 구간(Sinewave), 

이벤트 구간(Impact)의 4 가지 시나리오에서 진행되었다. 

데이터 수집을 위해 운전자의 얼굴 및 상반신 움직임을 

포착할 수 있는 대시보드 카메라(DJI Action Camera)와, 

운전 중 구속감을 최소화하면서 생리 반응을 측정할 수 

있는 손목 착용형 웨어러블 기기를 활용하였다. 이를 

통해 주행 중 자연스럽게 발생하는 얼굴 시각 기반 행동 

데이터와 심박수(HR), 피부전도도(EDA), 피부 온도 등의 

생체 신호를 동기화하여 수집함으로써, 시뮬레이터가 

아닌 실제 주행 환경(in-the-wild)에서의 신뢰성 있는 

멀티모달 데이터셋을 구축하였다. 

수집된 서로 다른 모달리티 데이터는 타임스탬프를 

기준으로 정렬한 후, 멀티모달 융합을 위해 1Hz 

리샘플링하였다. 이후, 신호의 안정적인 분석을 위해 

이상치 제거 및 정규화를 수행하였다. 스트레스 레이블은 

운전자의 주관적 평가를 기반으로 한 5 점 척도를 이진 

분류(Stress/Non-Stress)로 변환하여 적용하였다. 특징 

추출 단계에서는 YOLOv8[8]과 SPIGA[9] 알고리즘을 

활용해 눈 깜빡임(EAR), 머리 자세, 시선 벡터 등 

그림 1. 실제 운전 환경 멀티모달 데이터 수집 및  

스트레스 탐지 파이프라인 



153 개의 시각적 특징을 추출하고, 웨어러블 기기로부터 

평균, 표준편차 등의 통계량을 포함한 30 개의 생체 신호 

특징을 산출하였다. 이후 과적합을 방지하고 모델 

효율성을 높이기 위해 Welch’s t-test 를 적용하여, 전체 

183 개의 특징 중 스트레스 판별에 통계적으로 유의한 

53 개의 핵심 특징을 선별하였다. 

총 16 명의 운전자가 실험에 참여하였으나, 일부 

운전자에게서는 데이터 손실이 발생하거나 스트레스 

또는 비스트레스 상태 중 하나의 레이블만 관측되는 

단일 레이블 문제가 확인되었다. 이러한 경우 이진 분류 

학습이 불가능하므로, 최종적으로 양쪽 상태가 모두 

관측되어 유효성이 확보된 8 명의 운전자 데이터를 모델 

학습 및 평가에 활용하였다. 또한 운전자 간 생체 반응 

및 행동 패턴의 개인차를 고려하기 위해 개인화된 

스트레스 탐지 모델을 구축하였다. 모델 성능 비교를 

위해 Logistic Regression, Gradient Boosting, XGBoost, 

SVM, Multi-layer Perceptron 의 다섯 가지 머신러닝 

알고리즘을 적용하였으며, 데이터 불균형 문제를 

완화하기 위해 계층적 교차 검증(Stratified Cross-

Validation)을 사용하였다. 실험 결과, SVM 기반 모델이 

가장 우수한 성능을 보였으며, 특히 얼굴 시각 정보와 

생체 신호를 결합한 멀티모달 융합 모델이 단일 

모달리티 모델 대비 월등히 높은 0.9252 의 F1-Score 를 

달성하여 제안한 프레임워크의 효과를 입증하였다. 

 

멀티모달 SVM 모델의 특징 중요도 분석 결과, 상위 

10개 주요 특징 중 약 70%가 생체 신호로 구성되었으며, 

이 중 다수가 피부 온도와 관련된 지표로 운전자의 기저 

생리 상태를 반영하는 것으로 나타났다. 동시에 머리 

위치와 같은 얼굴 시각 기반 행동 특징은 스트레스 발생 

시점의 맥락적 변화를 포착하는 데 중요한 역할을 

수행함을 확인하였다.  

Ⅲ. 결론  

본 논문에서는 실제 주행 환경에서 운전자의 

스트레스를 웨어러블 기기와 카메라 기반 시각 정보를 

융합하여 탐지할 수 있는 멀티모달 프레임워크를 

제안하고 그 유효성을 검증하였다. 기존 연구들이 

시뮬레이터 환경이나 착용 부담이 큰 센서에 의존했던 

것과 달리, 본 연구는 손목 착용형 웨어러블 기기를 

활용하여 운전자의 편의성을 확보하는 동시에, 실제 도로 

주행 데이터를 기반으로 한 실험을 통해 안정적인 

스트레스 탐지가 가능함을 보였다. 8 명의 운전자를 

대상으로 한 모델링 결과, 제안한 멀티모달 모델은 실제 

주행 환경에서도 높은 성능을 보였으며, 이를 통해 

웨어러블 생체 신호와 얼굴 시각 정보의 융합이 

스트레스 탐지에 효과적임을 확인하였다. 특히 특징 

중요도 분석을 통해 피부 온도와 머리 위치 정보가 

운전자 스트레스를 판별하는 핵심 지표임을 규명하였고, 

통계적 특징 선택을 통해 모델을 경량화함으로써 상용 

웨어러블 기기와 카메라만을 활용한 현장 적용 가능성을 

제시하였다. 향후 연구에서는 시계열 모델(LSTM 등)을 

적용하여 스트레스의 시간적 변화를 보다 정밀하게 

분석하고, 실제 도로 주행 중 스트레스가 발생하는 

구간을 정확히 식별함으로써 각 특징이 스트레스에 

미치는 인과적 영향을 심층적으로 규명할 계획이다.  
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그림 2. 모델별 사용 모달리티별  

(E4/Video/Combined) F1 점수 비교 그래프 


