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Ao AF-E-3F MobileNet &2 ¢F 1,00071¢] AA S ~E LT3}
it o]wA] 7 Elole] AEQ ImageNet o2 AFH SH5¥l ZAS 7
wto 2 3l E odA-fto A= MobileNet V1, V2, V3(Large, Small,
minimalistic) 7%&& oz Hluw BA3igich INT8 dzshs 93]
ImageNet 5 Hlo|E] 2] UF-E representative dataset .= A-g-3to] &
& & %A8H(Post-Training Quantization, PTQ)E A-&3}9ith ZE ¢
B om A= 224x224 =R Aarstetglon, L W)= RUHMI
Framework®] 7% AAE& AMEsiGth X 1S A A8 7
MobileNet — ®#e]  seghijg] o FEOA] QFHE
Multiply-ACcumulate(MAC)  14FgS YTl oA tufo] 2oA
NPU®] 7k 53+ 5387] 918] RASP19] ¥7F R =(EK-RASP1)E
AHgatEem, 9 AYE & 29 2t

¥ 1. Aol A3 MobileNet =4

ul

rir

Rd 28 Params (M) MACs (M)
MobileNet V1 4.221 572.4
MobileNet V2 3.488 304.4
Large 5.471 217.2
. L. minimalistic 3.912 209.2
MobileNet V'3 Small 2.537 56.8
S minimalistic 2.039 52.3
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2. Aol AH+¥ EK-RASPI H7F HE AY
EK-RA8P1
Arm Cortex-M85@1 GHz,
Arm Cortex-M35@250 MHz
Arm Ethos-Ub5@500 MHz,
250GOPS, 256 MACS/cycle
1 MB MRAM, 2 MB SRAM,
64 MB Octo-SPI flash, 64 MB SDRAM

CPU

NPU

Memory

2l QA e A el e A B4 H8 Ul 7k AE 4
< A5tk Pre-Quantized(PQ) 228 TensorFlowoll A AF4 <kx}3}
¥ TFLite INT8 2&E& 9wlstn, RUHMI-Quantized RQ) =H-&
RUHMI FrameworkE &3 Atshd RS ojujsit}, 7 2d& CPU
T NPUOA A8 gl o, old me} PQ-CPU, RQ-CPU, PQ-NPU,

RQ-NPUS] ] 714 A8 45 vlasiith
2. A% A3

A= PQ-CPU, RQ-CPU, PQ-NPU, RQ-NPUE oz
MobileNet Z&e] 2 A|7He vlal A3k 1 32 MobileNet 22
of 72 ¢ Ad FAd w2 FE A A AAE e BE
MobileNet 2o X NPUE &85 75, CPU A3 tjH] A o= o
81%9] F& Alzto] 7hAstHh ol oA tiupo] 2~ Sl A ] NPU 7}
o] CNN 7]5F gy Blo] 2 ARES a9 02 g5shs HoE
t}, RQ-NPU #A4& &% 14471 CPUd €l w2l PQ-NPU tf
H] 32 A7ke] 2% ZUhete A3 :

E5H MobileNet V3 Small 228 4422 PQ-NPU ¥ Raspberry Pi
5ol 9] & Al Al A& Hlaskgith 34 A3 PQ-NPUE 0.33W,
Raspberry Pi 5% 12ms®] & A3t 7 23We] 28] 8-S vets)
thoolget Ay MCU 7|9 NPU 7H; F#9] Single Board
Computer(SBC) 374 tiu] v A8 422 ey 2d 328 3
T ASS HoFrh

¥ 3. MobileNet 72 2 A8 Ao & F2 A7+ 13l (S ms)

PQ-CPU RQ-CPU PQ-NPU RQ-NPU
V1 1451 1462 131 183
V2 1048 1138 113 175
V3 Large 1151 1138 113 159
V3 L minimalistic 737 764 96 142
V3 Small 456 470 40 60
V3 S minimalistic 230 244 32 53
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A CPU A3 uln] oF 87%9] & ARt 7+47F 1A o] Algd
A& 7H1 <A Tupo] 2 oA NPU 71o] CNN 7|9k Rdle] A
AZE FE A T aRAQE BolErh 5 AT, self-attention
Ak Ee AT wEE 272 I8 MCU 7]uk oA tjufe] 2~ 3
7ol Ao Ao Ako] QW Transformer 22 HZ 32 S8 MCU
o gAlg 2rjute]~ Al tigh A7& F3dT Aot}
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