LLM 3tolBe= A e AXEH A 7|9
AFE, AAY, FE,

U 4% 74 2 AT

o
3-217]

o

73 3|t g
{odong3094, wogudl221, yhm1620, ekhong}@khu.ac.kr

Implementation and Validation of Energy Optimization
Using LLM-based Hybrid Policy Orchestration

Juhee Shin, Jaehyung Choi, Hyunmin Yoo, Eenkee Hong
Kyunghee University

o oF

a

=

¥ o= O-RAN Service Management and Orchestration(SMO) 27414 AI/ML Framework(AIMLFW)9} Ol interfaceS £¢-3F thfs oloj 2 &(LLM) 7|4t

oz A st Al~ElS FAST) Kubernetes #4014 gNB AlE# e, th3 o]’ ¥4, Ol actuator, LLM 42 AHE 5§t
self-consistency Y45 F202 A3 AN LE At A g oA BAolA o4 B LagFo] &3] F2ehe s

HFZL Ao} Fo] LS 753},
om, 7ek LLM 42 A#e} gNB

A
AlEdolE b end-to-end &S T F4 A4S AL=r} 35%p FEE]l AAE UEHA Aoj M) LLM &§ 7Hsde EUsklch

I. 48

5G 2 Beyond 5G ©]5EA VEY o] F43 gato] we} FA 4
HRAN)| oUA] 2H]= B4l AFgARe] 294]-8(OPEX) oA A
HES AA 3, U ES A £99 A&7Hs4 SHA Fad AT
A& PFE T il O-RAN Alliance™ /H4a Qe #H o] ~¢} 25d
Aot7|2 YES A AF3E FT517, 53] A/ML Framework(AIMLF
W)E &d Zd 855, 8, 3] go|2Zell 7wk AA7E 2] #g] %
oA HAsh7t A4 AT FAR Fdstar QvH2l. AIMLFWE O-RA
Nell A ADML 932299 A 348 #2313 ZgYdgaz SMOost
Rl interfaces &3] AF¥ot

71% RAN o7 A3l A= 2 7)ukg 7488ty 7uke g 25
ok 2 71 Ao w2 QiAo Thesh 3], EAE vEYA
g A HeA ol aFE Aesks vk Aoy S e A
TAg0 2 IS shgsid], v Aol dig e A she
A ZHo A Aol desit) 2 YR o RE(LLM)S Exh3k A
3, 2, 2o 7k A AA T Boln[5] UES
A5} Fofol A FEEL 9l

B o= O-RAN SMO #4914 AIMLEWS} Ol interfaceE %33
LLM 718k ol Uz] 43} A28 FA3Y, self-consistency 7]7F A15]
T g3}, dFZ A Alx" P A Thse 2 2A AFeE 4
$A4E A3

=N ret Jpx

L

0. Azd 3= ¢ A4

I-1. AA o}7]9 A

Alrehs Alzagl 7l 13 Zo] dloJg] 3, o) X, Bk B}
719k AA A Ao} Aeo] HFEE AAW AFTH FFolh

Hol8 =5 AlZolA gNodeB simulators 10% 5712 Ag)# A4
B, G AR, AEeH WS 23 HIEY A KPIE A48 In
fluxDB v2.7¢ A3}, o] B4 AlE2 spike detector(A]9A1ZF 100
ms 23}, LSTM detector(A7-4 22+ ¥4), early-warning detector(3
-step 915), RRC analyzer(H=9W &3 B2))9] 47] 5§ HA7|2 F
AEH g2 A= {normal, spike, burst, storm} 22 EFH}

HEYA HEL T o4 ¥X A3}E O] actuatorz AL E ] Zaw
7Pk g SR Her QA655) nlntold 2 7uk oAkE
Ao wE SH(ET Ims)S AFshd, AL oldelH LLM policy
server 278 AEsto] Jud FE2& FHT 13 7wk 24E =
AR (8 AMAF E4) Al RU active 41, A2% 7]4F CPU B=
A7)& Ag3p, LLM 79 242 YES)Z 44, WEL AHYXE A
o 27& F3sle] AL =&)L F 4R £ FdE o SSHN
ETCONF Z2EZ2 CPU/RU Ao H#& Aesta, Ao} A= Influ
xDBdl| 7|25 o] #FZ v=ws gAsic)

A28l TZ= O-RAN Alliance ¥ ClE|Ho] A5 7|Hlo 2 73 5]

gNodeB simulator

KPI : throughput, latency,
handover, UE

CPU/RU Control

1 SSH, NETCONF
InfluxDB
Time-series Storage

l LLM Policy Server

Flack + Nemotron

Rule-based

Anomaly Detectors
spike/LSTM/prediction

|

o1 Ad:pter - 01 Actuator
01 Interface — N
VES/NETCONF ki

T

[Z2¥ 1] O-RAN 7]k ol =] =3} Al2=¥]

t}. Ol interface= SMO$} #2] 7]5 3 5418 @dste, NETCONF/Y
ANG 7|9 A7 #e] 9 VES ZREE 7)9k A5/l dlolg AgS

Fggtiel. AMLFWE B9 855 32 WEY +3 =Y A& A4
3m[7], Rl QE]Flo]~2 LLM A& Awe} dAEgr]

I-2. LLM 7|9k A3 244 2 A= Qs

LLM2 Y EY A A4 (CELL_CAPACITY=200 Mbps, MAX_UES=20),
W E 8 (throughput, latency, num_ues, handover, anomaly_status), 71€
2~E(capacity utilization, per-UE throughput), 7% 7|4+ &% 24, A
oF 278 Yol CPU X =(low: 800MHz/20% 7Y, high: 24GHz) 2}
RU el (active, sleep/24% A7H)E AAsc}, &4 AREAE E3 Al(num_
ues > 0) RUE AH]2 &4 1738 913 active JEIE FA8HH, o)
A3 A Al QoE MRS $-Ask)

LLM9] S&24 EGA4E Boket7] 918 self-co
nsistency 715 4309 ol j3] temperature=0.7= N=5
3 5§ AEYS Fdsta S 8 AE T ANSgs
HE AHoz Megi, 4lF T 2ol Aot

[t

p = (m_majority /n_valid) x (n_valid / N)

9714 n_majority= ¥ AA ] &4 W% n_valide F& AE 4 N
& AA AZ Frolet A HA F2 AZ 7F Fo]S(inter-sample consens
us rate) S, T WA & Ak E4&(constraint compliance rate)S <11
€ [0, 1lel9, 19 7H&5 LM} 4= 1 Aloks &



Al Z~Hl& Kubernetes v1.28 Z212~H(Ubuntu 24.04, containerd v1.7)9l|
A FEH AT InfluxDB v2.7(8GB RAM, 2 vCPU), gNodeB simulator
(Python 3.11 7]¥H), LSTM detector(TensorFlow 2.15), Ol actuator(Fla
sk v3.0, gunicorn), LLM policy server(Nemotron API[8))E A€t}

Latency spike A]1] 2(throughput=5.0 Mbps, latency=150.0 ms, num
_ues=1, handover=53]/%, anomaly="spike”) S tjd o2 23 5‘} . 0]
=A@ Fo] 7]23H50 Mbps) 2.t} W el A A A 7ke] F2(150m
s > 100ms)she LA A HEY A BorA AFskS malsit) 18 2L self
—consistency = 13 5§4 =9 AZe] APL 3% 20|tk 8% 7+ 3
AL 19z, B s_ﬂol HTTP 20002 A4 A=k

A7) 53] MEHo)AM EF (cpu_mode=low, ru_state=active) A2 0.2

#3pe] AT p = 109— GAegth 29 39 LLM £3& W* A&
A EAZ <18 RU active §4, s+ A2 w& CPU XVJEJ LA
Agle] 22 272 Aodojn AT 0}04 An 715AS 81k

[z 2] Nemotron APl &% =21 (Self-consistency =)

"cpu_mode”: "low”,
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