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ViT-T ViT-3 ViT-B ViT-L
Image 96 160 160 224
Patch 16 16 16 16
Hidden size D 128 128 144 176
Layers 4 6 6 6
Heads 4 4 4 8
MLP size 128 256 5176 704
Params(w/o bias) (M) 0.494 0.889 1.608 2.371
MACs(w/o bias) (M) 20.3 113.4 188.0 609.5
Params(w/ bias) (M) 0.498 0.894 1.616 2.380
MACs(w/ bias) (M) 20.4 113.6 188.4 610.5
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STM32N6570-DK
Arm Cortex M55@800MHz
1352DMIPS@800MHz
ST Neural-ART
Accelerator@1GHz -
600GOPS@1GHz
128MB Octo-SPI flash
memory @200MHz
NPU RAM 448kB x4 @900MHz
System RAM
1MB+624kB+400kB@400MHz
32MB Hexadeca-SPI
PSRAM@200MHz

NUCLEO-H753ZI
Arm Cortex M7@480MHz
1027DMIPS@480MHz

CPU

NPU

Flash

memory

2MB@240MHz

1IMB@240MHz

memory
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