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요 약  

 
지도나 범례가 포함된 공간 이미지에 대한 비전언어모델의 공간 이해에는 여전히 한계가 있어, 지형 이해가 필요한 AI 

Agent 환경에서는 텍스트 기반 공간 표현이 활용되고 있다. 그러나 SVG 와 같은 텍스트 기반 벡터 지형 데이터는 객체 

수 증가에 따라 LLM 의 컨텍스트 길이 부담이 커지는 문제가 있다. 본 논문에서는 인접 폴리곤을 통합하고 Ramer–

Douglas– Peucker(RDP) 알고리즘을 적용하여 공간적 의미를 유지하면서 텍스트 기반 지형 데이터를 압축하는 방법을 

제안한다. 이를 통해 고수준 공간적 특성을 보존하면서도 LLM 입력 길이를 효과적으로 감소시키는 방법은 제안한다.  

 

Ⅰ. 서 론  

최근 대규모언어모델(Large Language Model, LLM)의 

성능이 빠르게 발전하고 있다. ChatGPT 의 첫 등장 

당시와 비교하면 환각과 같은 문제가 일부 개선되고 

있으며 음성, 이미지, 영상 등을 입력으로 받는 멀티모달 

언어 모델들도 등장하고 있다.  

이미지를 입력으로 받는 비전언어모델(Vision-

Language Model, VLM)은 등장 초반에는 이미지와 함께 

주어지는 텍스트 프롬프트에 크게 의존하는 문제가 있어, 

일부 퍼즐과 같은 문제에서 이미지를 아예 넣지 않거나 

노이즈 이미지를 넣는 것이 좋을 만큼 낮은 영상 이해 

능력을 보였다[1]. 이후 VLM 은 빠른 속도로 발전하여 

공간 이해 능력은 GPT-5 에서 큰 향상을 보였지만 

여전히 인간 평가자와 비교하면 낮은 성능을 보인다[2]. 

특히 자연영상보다 범례가 있는 지도와 같은 이미지에 

대한 공간 이해 능력은 더욱 낮은 성능을 보이며 이는 

상업용 모델과 오픈 소스 모델 비교에서도 큰 격차를 

보인다[3][4]. 

LLM 의 추론 능력을 이용한 AI Agent 는 다양한 

분야에서 활용되고 있다. 도시계획, 국방, 감시나 환경과 

상호작용이 필요한 경우 LLM 의 공간 이해 능력이 

필수적이다. 이러한 환경에서의 VLM을 사용한AI Agent 

연구는 앞서 설명한 이유로 낮은 성능을 보여 지형을 

픽셀 단위로 텍스트로 표현하여 LLM 을 이용해서 

실험을 진행한다[6][7]. 간단한 지형과 공간이해가 

필요한 AI Agent 연구에서는 픽셀 단위의 지형표현으로 

연구가 어느정도 가능하지만 대규모 지형 이해 및 

입력을 필요로 하는 연구에는 한계가 있다. 

기존에는 이러한 지형 데이터를 텍스트로 표현할 때, 

공간 참조 시스템(Spatial Reference System)에서 

WKT(Well-Known Text)를 사용한다. WKT 는 지도 

상의 형상(포인트, 선, 폴리곤, 다각형 등)을 구성하는 

좌표들을 텍스트로 표현한다. 이러한 표현 형태에 대해 

LLM 의 이해 능력의 관한 연구는 존재한다[8]. 하지만 

VLM 의 이미지에 대한 공간 이해와 WKT 직접적인 

비교는 힘들다. 텍스트로 표현된 객체들 간의 거리와 

위치 관계는 텍스트 상의 위치와 연관이 없으며, 

관계(겹침, 닿음, 떨어짐 등)과 같은 공간관계(Spatial 

relation)를 별도의 Geospatial topology 로 표현하여 

관계를 알아 낼 수 있다. 이미지가 표현하는 범위가 

크지만 관심 범위가 정해져 있는 경우 해당 범위를 

크롭하면 되지만, 텍스트 표현은 객체가 많을수록 

검색해야 하는 범위가 커진다. 따라서 LLM 의 부담을 

줄이고 제한된 컨텍스트 크기를 가진 LLM 을 위해서 

WKT, SVG(Scalable Vector Graphics)와 같은 텍스트 

기반 벡터 표현 데이터를 압축하여 사용하는 변환 

방법에 대해 소개한다. 

본 논문에서는 지형 이해가 필요한 AI Agent 에 

활용할 수 있도록 LLM 컨텍스트 크기에 맞게 지형 

데이터를 압축하는 것을 다룬다. 인접한 폴리곤을 

통합하고 폴리곤 표현을 단순화하고 관심 영역을 찾은 

경우, 해당 지역에 대해 크롭하는 것을 다룬다.  

 

Ⅱ. 본론  

본논문에서 예시로 사용하는 데이터는 Arma 3 게임의 

맵 중 Altis 의 SVG 데이터를 LLM 이 공간 정보를 

이해할 수 있도록 압축하는 과정에 대해서 다룬다. 해당 

데이터에는 총 10 개의 레이어(지형, 숲, 암석, 등고선, 

도로, 객체 등)가 있으며, 그 중 1 개 레이어(구조물)만을 

압축하여 시각화 하였다[그림 1]. 



압축은 두 과정으로 나누어진다. 먼저 Step 1 에서는 

전체 레이어에서 관심 레이어를 추출하고 인접 폴리곤을 

통합함으로서 관련 없는 레이어끼리 통합되는 것을 막고 

LLM 컨텍스트 크기에 대한 부담을 줄인다. 인접 

폴리곤은 크기 30 의 패딩을 두어 겹치는 폴리곤을 

통합하여, 구조물, 건물이 많은 도심지의 경우에는 

하나의 통합된 폴리곤으로 LLM 이 해당 구역이 건물이 

많은 도심지로 이해할 수 있도록 했다. 

Step 2 에서는 다각형 근사 알고리즘 중 Ramer-

Douglas-Perucker(RDP)를 적용하여 통합된 폴리곤의 

형상을 유지하면서 불필요한 정점을 제거하는 방식으로 

추가적인 압축을 수행한다. RDP 알고리즘의 핵심 

파라미터는 ε  (epsilon)으로, 이는 원본 다각형과 근사 

된 다각형 사이에서 허용되는 최대 거리 오차를 

의미한다. [그림 1]에서는 ε  값을 10 으로 설정하였으며, 

이는 SVG 좌표계 상에서 개별 구조물의 세부적인 

외곽선 변형은 허용하되, 건물 군집의 전반적인 공간적 

배치와 형태는 유지하도록 하기 위함이다. 해당 설정을 

통해 LLM 입력 관점에서는 세밀한 기하 정보로 인한 

컨텍스트 길이 증가를 억제하면서도, 특정 영역이 

구조물이 밀집된 지역인지 여부와 같은 공간적 의미는 

손실되지 않도록 하였다. 결과적으로 Step 1 에서 인접한 

폴리곤을 통합함으로써 복잡해진 폴리곤 형상을 

단순화하고 컨텍스트 길이는 줄이면서 LLM 이 고수준의 

공간적 특성을 이해하는 데 적합한 표현을 제공한다. 

컨텍스트 크기나 관심 영역이 정해져 있는 경우에는 

이러한 압축 방법을 생략하거나 파라미터를 조정해 

사용할 수 있다. 

 

Ⅲ. 결론  

서론에서는 LLM 의 공간 이해에 대해 지도 이미지와 

공간의 텍스트 표현 형태를 비교하며 아직까지는 텍스트 

기반 벡터 표현 데이터의 공간 정보 이해가 LLM 에 더 

적합하며, 본론에서는 텍스트 기반 벡터 표현 데이터 중 

하나인 SVG 파일을 LLM 의 이해를 돕기 위해 압축하는 

방법에 대해 설명했다. 

지도나 범례가 있는 공간 정보 이미지에 대해 VLM 이 

기존의 공간 정보 이해의 한계를 극복한 모델이 

등장하기까지 시간이 오래 걸릴 것 같지는 않다. 

그럼에도 이미지를 입력으로 받는 VLM 까지 사용할 

필요가 없거나 정해진 형태의 지형 데이터를 이용하는 

환경에서는 무겁거나 비싼 모델을 사용할 필요 없이 

텍스트 기반 벡터 표현 데이터를 압축하여 오픈소스 

소규모언어모델(sLM)을 그대로 사용하거나 미세 

조정하여 모델이 공간에 대한 이해를 할 수 있도록 할 

수 있다. 

추후 연구에서는 컨텍스트가 얼마나 압축되는지, 그에 

따라 LLM 의 이해도가 얼마나 더 커지는지 비교해볼 

필요가 있다. 
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