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요 약
비대면 심리상담 수요가 증가하면서 상담 품질을 일정 수준 이상으로 유지하는 한국어 심리상담 데이터셋

의 필요성이 커지고 있다. 동기면담(Motivational Interviewing, MI)은 내담자가 스스로 변화의 필요성을 수용하고 변화를 계획하도록 돕는 협력적

대화 방식이지만, 지금까지 공개된 MI 데이터셋은 단순 반영(reflection) 중심으로 구성되어 행동 변화를 촉진하는 전략적 발화가 부족하다는 한계가

있다. 본 연구는 MI 4 단계(Engaging–Focusing–Evoking–Planning)를 따르는 멀티턴 상담 세션을 대규모로 합성하는 파이프라인을 제안한다.

정신건강커뮤니티 상담사연을기반으로 내담자 프로파일을추출하고, 신념 기반상태전이 및행동선택을수행한뒤, LLM 이 내담자/상담사발화를

번갈아 생성한다. 또한 RAG를 통한 MI 상담 데이터예시와 COT 추론구조를 주입하여서상담의 전문성을 더하였다. 총 1,000 개 세션을 생성·평가한

뒤, 6 가지 MI 품질 지표 기준으로 필터링하여 812 개의 고품질 세션을 확보하였다. 유효성 평가에서 기존 데이터셋 대비 유도력·효과성 지표가 크게

개선되었고, 모델 학습 후 시뮬레이션 비교에서도 전반적 점수가 향상되어 심리상담 활용의 효과성을 보이고 있다.

Ⅰ. 서 론

심리상담의 비대면 전환이 가속화되면서 AI 심리상담 시스템에 대한 수

요와 연구가 활발해졌으나, 실제 상담 현장에서 요구되는 전략적 유연성

은여전히부족하다[4]. 특히 한국어공개상담데이터는제한적이며, 기존

합성 기반 한국어 동기면담 데이터셋(KMI[3])은 반영 중심 발화 비중이

매우높아변화유도(Evoking) 단계에서 필요한발화 패턴을학습하기 어

렵다. 본 연구의 목표는 (1) 행동 변화를 유도하는 동기면담 구조를 반영

한고품질한국어멀티턴 데이터셋을 구축하고, (2) 구축한데이터와데이

터 기반 MI 챗봇을 개발·평가하는 것이다. 해당 동기면담 데이터셋

(KOMIT)과 프롬프트,코드는 깃헙1)에 공개한다.

Ⅱ. 본론

1) 이론적 배경: 동기면담(Motivational Interviewing)은 협력

(Partnership)·수용(Acceptance)·공감(Compassion)·유도(Evocation)를

핵심 정신으로 하며, OARS(Open Questions, Affirmation, Reflection,

Summarizing)를 통해내담자의 양가감정과 자신감을다룬다[6]. MI 세션

의 대화는 Engaging–Focusing–Evoking–Planning 의 4 단계의 순서

를따르며, 단계 전환을위해서는 맥락에맞는질문·강화·요약이 조합되어

야 한다[6]. 특히 Evoking과 Planning은 변화 동기와 계획을 직접 다루는

단계로 라포 형성에 초점을 맞추는 이전단계와는 다른전략분포가 요구

된다. 또한 동기면담에서 내담자의 상태 단계는 Precontemplation,

Contemplation, Preparation, Termination 단계를 거친다[5]. 본 연구진은

상담사와 내담자의 발화를 설계할 때 이러한 이론적 배경을 고려하였다.

2) 문제 정의: 본 연구진은 KMI를 LLM(Hyperclovax-0.5B2))으로 학습

하고 내담자 시뮬레이터를 구축해 시뮬레이션을 진행했다. 그 결과, 행동

변화를 촉진하는 것을 목표하는 MI의 취지와는 다르게 모델이 공감적 발

1) https://github.com/dongje/komit
2) naver-hyperclovax/HyperCLOVAX-SEED-Text-Instruct-0.5B

화(반영) 전략에 치중하여발화하는현상이발견되었다. 이는 데이터의구

성 자체가 반영 위주로 구성이 되어 있기 때문이라고 분석된다. 이에 본

연구진은 반영뿐 아니라 행동 변화를 촉진하는 전략도 균형 있게 수반한

한국어 MI 데이터 셋을 합성하고자 한다.

3) 데이터 생성 파이프라인: (그림 1)과 같이, (a) 실제 상담 사연을 정

신건강 커뮤니티3)로부터 수집해 저장한 뒤, (b) LLM(gpt-5-mini)이 사

연 요약·목표·신념을 포함한 프로필을추출한다. (c) 이 프로필 기반의 내

담자역할의 LLM은 사전정의된목표와신념이 다루어진정도에따라내

담자 상태 전이가 결정되고 내담자 상태에 해당하는 전략[5]을 선택하여

발화한다. (d) LLM(gpt-5)이 내담자 발화와 MI 전략이포함된상담사발

화를 교대로 생성하여 발화 20 턴 세션을 만든다. 이때 상담사 LLM은

적응적전략선택과깊은공감유도를위해내담자의상황,감정 파악과상

담 단계 파악,전략 선택을답변 생성 전에 하도록한다. 이때 상담 단계와

전략은 MI 공식 문서[6]의 설명을 기반으로 한다. 응답할 때는

<think></think><answer></answer> 형식으로 응답하게 한다.

전략 반복을방지하기위해동일전략 3 회연속사용을금지하고, RAG를

통해 실제 MI 상담 데이터(AnnoMI[2])를 참조해 전문성을 더하였다.

4) 데이터 정제 및 분할: 생성된 1,000 개 세션을MI 품질 지표 6개(협력

감, 수용성, 공감력, 유도력, 유사성, 효과성)로 LLM을 이용해 평가하고,

평균 4.0 점 이하 또는 개별 2.0 점 이하 세션을 제거하여 812개 세션을

확보하였다. 이후 8:2 로 학습/평가 데이터를 분할하였다.

5) 평가: 데이터의 품질 평가를 위해본 연구 데이터(KOMIT)와 KMI를

MI의 6가지 평가 지표에 대하여 LLM을 활용해 5점 리커르트 척도로 평

가를 하였다. 평가 결과(표1), KOMIT은 KMI 대비 협력감(+0.26), 수용성

(+0.30), 공감력(+0.35), 유도력(+0.85), 유사성(+0.31), 효과성(+1.32)로 행

동 변화와 관련된 지표인 유도력과 효과성에서의 우세가 두드러진다.

3) https://www.mindcafe.co.kr/



Metric KMI KOMIT Improvement

협력감(Partnership) 3.89 4.15 +0.26

수용성(Acceptance) 4.60 4.90 +0.30

공감력(Compassion) 3.65 4.00 +0.35

유도력(Evocation) 3.10 3.95 +0.85

유사성(Similarity) 3.39 3.70 +0.31

효과성(Effectiveness) 2.43 3.75 +1.32

표 1 데이터셋 품질 비교 평가 결과

Metric KMI KOMIT Improvement

협력감(Partnership) 2.97 3.7 +0.73

수용성(Acceptance) 3.78 4.49 +0.71

공감력(Compassion) 2.97 3.3 +0.33

유도력(Evocation) 2.13 3.59 +1.46

유사성(Similarity) 2.44 3.19 +0.75

효과성(Effectiveness) 1.67 3.21 +1.54

표 2 Hyperclova(0.5B) 학습 모델의 상담 시뮬레이션 평가

그림 1 KOMIT 데이터 생성 및 정제 파이프라인

또한 데이터 학습의 효용성 평가를 위해 LLM(Hyperclovax-0.5B)에

KMI와 KOMIT을각각 2에폭으로 학습하여 내담자 시뮬레이터와 상담을

하도록 시뮬레이션했다. 시뮬레이션에 사용된 내담자 사연은 held-out 케

이스 63개이다. 20턴까지 시뮬레이션을한 후 LLM을 통하여 6가지 MI지

표에 대해서 5점 리커르트로 평가를 하였다. 그 결과(표2), KOMIT 학습

모델은 KMI 대비 협력감(+0.73), 수용성(+0.71), 공감력(+0.33), 유도력

(+1.46), 유사성(+0.75), 효과성(+1.54)로 유도력과 효과성 뿐만 아닌 모든

지표에서베이스라인보다 우세를 보임으로써 상담 효용성을 보이고 있다.

6) 한계 : 본 연구의 품질 평가는 LLM 기반 지표에 의존하므로, 평가자

편향과 실제 임상가판단간 괴리가 존재할수 있다. 또한 합성 데이터기

반학습은 실제내담자 다양성과위기 상황(자·타해위험 등)을완전히 포

괄하지 못한다. 따라서 KOMIT 데이터와 챗봇은 임상 대체가 아닌 연구·

보조 도구로 활용되어야 하며, 실제 적용 시 인간 전문가 감독과 안전 가

드레일이 필요하다.

Ⅲ. 결론

본연구는MI 4 단계를따르는한국어멀티턴상담데이터셋을대규모로

합성하기위해, 프로파일 기반내담자 시뮬레이션과상담사MI 전략 생성

이 결합된 파이프라인을 제안하였다. 정제 기준을 통해 812 개의 고품질

세션을 확보했으며, 유효성 및 시뮬레이션 평가에서 기존 한국어 동기면

담 심리상담 데이터셋(KMI) 대비 유도력·효과성 등 핵심 지표 개선을 확

인했다. 보완을 위한 향후 연구로는 (1) 내담자 상태 분포를 하나에 편중

되지 않게 제어하는 시뮬레이션 설계, (2) 사람/전문가 기반 평가를 통한

외적 타당도 확보가 필요하다.
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