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요 약
`

본 논문에서는실내주차 공간의 효율적 관리와 무인 발렛파킹을지원하기위해어안 렌즈와 YOLOv8n을 활용하여차량의 실시
간 탐지부터 정밀 측위까지 통합 수행하는 지능형 관제 시스템 ‘내리다(Nae-Ri-Da)’를 제안한다. 본 시스템은 어안 렌즈 기반의
엣지 디바이스와 중앙연산서버로 구성되며, 등거리 투영 모델 기반의 왜곡 보정 및 YOLOv8n 알고리즘을 통해 차량을탐지하고
추적한다. 탐지된 차량 정보는 호모그래피 변환을 거쳐 실세계 물리 좌표로 매핑되며, 이를 통해 GPS 신호가 없는 실내 환경에서
도정밀한차량위치 데이터를생성한다. Flask 및 React 기반의웹통합 관제 UI는 실시간영상스트리밍과 좌표시각화를지원하
며, Docker 컨테이너환경은 시스템의유연한 배포와 안정적인리소스 관리를 보장한다. 실험 결과, 본 시스템은객체탐지정확도
(mAP@0.5) 99.5%, 전체 처리지연 시간 0.85초, 평균 위치 추정 오차 10cm 이내의 성능을 보였다. 본 시스템은 고가의 센서 없이
인프라 기반의 정밀 측위를 구현하여, 효율적이고 안전한 도심형 무인 주차 자동화의 가능성을 제시한다.

Ⅰ. 서론

스마트 주차시스템의자동화는도심의주차난 해소와교통혼잡 완화를

위해필수적이다. 특히 도심내주차공간의효율적활용과사용자편의성

증대는현대스마트시티의핵심과제이다. 그러나기존의실내주차장시

스템은 초음파 센서를 통해 가용 주차면을 표시하는 수동적 안내 수준에

머물러 있어 여전히 운전자가 직접 배회하며 주차 공간을 탐색해야 하는

비효율성이 존재한다. 또한 대안으로 제시되는 인력 기반의 발렛파킹 서

비스는 높은 인건비 부담과 운영상의 안전 문제를 가진다.

이러한 문제를 해결하기 위해 본 논문에서는 YOLOv8n과 어안렌즈를

활용한 실내 자율주행 무인 발렛파킹 관제 플랫폼 '내리다(Nae-Ri-Da)'

를 제안한다. 내리다는 어안렌즈 기반의 차량 추적 시스템을 중심으로 설

계되었으며입차부터 출차까지의과정을무인화하기위한 핵심인프라기

술을 다룬다. 본 시스템은 영상 왜곡 보정 및 호모그래피 변환을 통해 기

존 CCTV 인프라만으로도 GPS가 없는 실내에서 정밀한 차량 좌표를 추

출하도록 구현되었다. 또한 웹 기반의 통합 관제 시스템을 구축하여 실시

간 주차 현황 파악 및 차량 위치 데이터를 시각적으로 관리할 수 있도록

하였다. 내리다의 통합 솔루션은 기존 수동적 주차 시스템의 기술적 한계

를영상인식기술로극복하고, 향후 완전자동화된 주차서비스를 실현하

기 위한 정밀 측위 및 관제 환경을 제시한다.

Ⅱ. 스마트 주차를 위한 통합 무인 발렛파킹 시스템 설계와 구현

본 논문에서는 실내 주차 공간의 효율적 관리와 무인 발렛파킹 지원을

위한 통합 관제 시스템 ‘내리다(Nae-Ri-Da)’의 설계 및구현내용을 다룬

다. 본 시스템은 그림1과 같이 영상 수집을 담당하는 엣지 디바이스, 정밀

영상 처리 및 AI 추론을 수행하는 중앙 연산 장치, 그리고 실시간 모니터

링을 위한 웹 기반 관제 서버로 구성된다.

그림 1. 내리다의 소프트웨어 구성 및 기능

주차장 각 구역의 영상 수집을 담당하는 엣지 디바이스는 Raspberry Pi

5 모듈을 기반으로 하며, 여기에 175° 광각 시야각(FOV)을 지원하는

OV5647 센서 기반의 5MP 어안 렌즈 카메라를 연결하여 광각의 주차장

영상을 실시간으로 수집한다. 본 하드웨어 구성은 넓은 가시 범위를 확보

하여 최소한의 장비로 사각지대 없는 모니터링을 가능케 한다.

수집된 영상은로컬 네트워크를거쳐 고성능 GPU 중앙서버로 전송된다.

중앙 서버는 시스템의 유연한 확장과 안정적 운영을 위해 Docker 컨테이

너 기반으로 구축되었다. 특히 Docker-Compose를 활용하여 YOLO 프로

세서, 백엔드 및 프론트엔드를 각각 독립된 컨테이너로 격리 구동함으로

써, 소프트웨어 종속성 문제를 해결하고 효율적인 자원 관리를 실현하였

다[1].

중앙 서버로 전송된 영상은 정밀한 주차 관제를 위해 기하학적 왜곡 보

정 단계를 가장 먼저 거친다. 어안 렌즈는 넓은 시야각을 확보할 수 있다

는 장점이 있으나, 렌즈 중심에서 멀어질수록 방사형 왜곡이 심화되어 객

체의 형태와 위치 정보를 왜곡시킨다. 이를 해결하기 위해 본 시스템은

OpenCV의 fisheye 모듈을 활용하여 왜곡을 보정한다. 보정 모델로는 어



안 렌즈의 광학적 특성에 최적화된 등거리 투영 모델(Equidistant

Projection Model)을 적용한다[2]. 입사각과 이미지평면상의 거리 사이의

관계는 다음의 수식(1)과 같이 정의된다.   ∙ (단, 는 초점 거리) (1)는 렌즈의 광학 축으로부터 이미지 센서 평면상의 점까지의 상고를
의미하고, 는 광학 축과 입사 광선 사이의 각도인 입사각을 의미한다.
수식의 정확한 적용을 위해 본 연구에서는 사전에 체커보드 패턴을 이용

한 캘리브레이션을 수행하여, 카메라 내부 파라미터와 왜곡 계수를 산출

하였다. 이를 기반으로 생성된 왜곡 맵은 입력되는 프레임의 왜곡을 실시

간으로보정한다. 이러한전처리과정은영상의 직선성을회복시킴으로써,

후속 단계인 실세계 좌표 변환의 정밀도를 확보하는 핵심적인 역할을 수

행한다.

왜곡이보정된 영상은객체탐지를위해 YOLOv8n 딥러닝 모델에입력된

다[3]. 본 연구에서는 주차장이라는 특수한 운영 환경에서 최상의 성능을

확보하기위해, 해당환경에서 직접수집한 1,220장 규모의 커스텀 데이터

셋을 구축하여 모델을 미세 조정하였다. 실험 결과, 모델은 차량(Car) 클

래스에 대해 1.0에 근접하는 정밀도와 재현율, 그리고 mAP@0.5 지표 모

두 0.995라는 매우 높은 성능을 달성하였다. 학습 손실과 검증 손실이 동

반 하락하는 안정적인 학습 곡선은 모델이 과적합 없이일반화 성능을확

보하였음을 보여주며 이는 오탐지와 미탐지가 허용되지 않는 무인 관제

시스템의 요구사항을 충족한다[4]. 또한, 전체 파이프라인 처리속도는평

균 0.85초, 순수 추론 시간은 0.6초(RTX 4080 기준)를 기록하여 실시간

관제에 적합한 응답성을 확보하였다[5].

탐지된 차량 정보는 최종적으로 물리적 좌표 변환 및 시각화 단계를 거

쳐 그림2와 같이 사용자에게 제공된다.

그림 2. 관제 시스템 UI 

시스템은차량의바운딩박스내에서 Sobel 필터를 이용해 접지면의엣지

를 검출하고, 해당 엣지의 중심점 픽셀 좌표를 추출한다. 이 픽셀 좌표는

호모그래피 변환 행렬을 통해 실제 물리적 공간의 좌표로 매핑되어 차량

의 정확한 위치를 산출한다. 실측 검증 결과, 호모그래피 변환을 통해 산

출된 위치 좌표의 오차는 평균 10cm 이내로 유지됨을 확인하였다. 이는

주차면의 폭이나차량 간간격을 고려할때 자율주행 차량의안전한 경로

생성과 주차 유도에 충분한 정밀도이다. Flask 및 Fast API 기반의웹 관

제 시스템은 4개 채널의 영상 위에 차량의 외곽선과 산출된 실시간 좌표

를 오버레이 하여 시각화함으로써, 관리자가 직관적으로 상황을파악하고

대응할 수 있도록 구현되었다.

III. 결론

본 논문에서는 무인 발렛파킹 시스템 ‘내리다(Nae-Ri-Da)’의 성능을 어

안렌즈기반 객체탐지, 정밀 위치측위, 실시간데이터스트리밍, 그리고

시스템 통합 운영 측면에서 검증하였다. 객체 탐지 성능은 YOLOv8n 모

델과 1,220장의 커스텀 데이터셋을 활용하여 평가되었으며, 차량(Car) 클

래스에 대해 1.0에 가까운 정밀도와 재현율, 그리고 mAP@0.5 지표 모두

0.995라는 높은정확도를달성하였다. 이는 특정주차환경에 최적화된 학

습을통해오탐지와 미탐지를최소화하여무인관제의 신뢰성을확보했음

을 의미한다. 위치 측위는 어안 왜곡 보정과 호모그래피 변환 알고리즘을

통해 수행되었으며, 실측 결과 평균 10cm 이내의 오차 범위를 기록하여

GPS가 없는 실내 환경에서도 자율주행 차량을 빈 주차면으로 유도하기

위한 충분한 정밀성을 입증하였다. 전체 시스템은 Docker 기반의 마이크

로서비스 아키텍처로 구현되어 확장성을 확보하였으며, 웹 관제 시스템에

서의 전체 파이프라인 처리 속도는 평균 0.85초(순수 추론 0.6초)로 측정

되어 실시간 모니터링과 즉각적인 데이터 처리가 가능함을 확인하였다.

어안 렌즈의광각 영상처리 기술과 YOLOv8n 기반 인식 알고리즘은사

각지대 없는 주차장 모니터링과 차량 위치 특정에 효과적으로 작용하였

다.

본 연구에서 제안한 인프라 기반의 정밀 관제 및 자율주행 유도 기술은

일반적인 도심 주차장을 넘어 물류 하역 자동화분야로도그 적용 범위를

확장할 수 있다.[6] 특히, 자동차 수출입 전용 선박이나 스마트 항만과 같

이 협소하고 제한된 공간에서 정밀한 주차 제어가 요구되는 환경에서, 본

시스템은작업효율성을 높이고현장인력의안전사고를 예방하는유용한

솔루션으로활용될수있을것이다. ‘내리다’는 자율주행시대의필수인프

라로서 데이터 기반의 효율적인 공간 관리와 스마트 모빌리티 편의성을

실현하는 데 중요한 역할을 할 것으로 기대된다.
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