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요 약

현대 사회에서 정신 건강 관리의 필요성이 커지고 있으나, 대면 상담은 비용·접근성·즉시성의 한계가 존재한다. 본 연구는 사용자의 언어(텍스트) 및 

비언어(표정 이미지) 신호를 동시에 활용해 감정을 정밀하게 추정하고, 그 결과를 기반으로 공감형 상담 대화와 위험 감정 연속 감지(경고)를 제공하는 

실시간 멘탈케어 모바일 애플리케이션을 제안한다. 제안 시스템은 (1) 한국어 대화 약 5만 건으로 학습한 KoBERT 기반 텍스트 감정 분류 및 키워드 

추출, (2) FER2013 기반 이전 모델 대비 실제 한국인 웹캠 환경 적합성을 높이기 위해 AI Hub 한국인 표정 데이터로 교체한 CNN 기반 이미지 감정 

분류, (3) 두 모달의 신뢰도에 따라 가중치를 자동 조절하는 동적 가중치 융합 알고리즘, (4) 동일 감정이 5회 이상 연속될 때 경고 플래그를 반환하는 

위험 감지 로직, (5) Fine-tuned Gemini 기반 공감형 상담 기능을 포함한다. 실험 결과, 이미지 모델은 이전 대비 실사용 환경에서 감정 인식의 안정성

이 향상되었고(예: 72%→86%), Label Smoothing 적용 시 테스트 정확도 약 87%를 기록하였다. 또한 Grad-CAM 분석을 통해 고해상도 입력에서 

감정 판단 근거가 얼굴 핵심 영역(눈썹·입꼬리 등)으로 수렴함을 확인하였다.

           

Ⅰ. 서 론

 우울감·고립감이 심화되는 반면 전문 심리 상담은 비용과 접근성의 장벽

으로 즉각적·상시적 도움을 받기 어려운 사용자가 존재한다. 이에 따라 시

공간 제약 없이 도움을 제공하는 디지털 멘탈케어 솔루션이 주목받고 있

으나, 기존 대화형 AI는 텍스트 중심으로 동작해 표정과 같은 비언어 신호

를 반영하지 못하고, 위험 징후를 놓칠 수 있다는 점이 한계로 지적된다.

 본 연구는 텍스트 감정 분류를 넘어 표정 기반 감정 인식을 결합한 멀티

모달 감정 추정과, 그 결과를 활용한 공감형 상담 및 반복 감정 경고를 하

나의 모바일 서비스로 구현하는 것을 목표로 한다.

Ⅱ. 시스템 구조

 제안 시스템은 모바일 앱(FlutterFlow), 백엔드(FastAPI), 데이터 저장

소(Firebase Authentication/Firestore), 감정 분석 및 상담 생성 AI 모

듈로 구성된다. 앱은 사용자 인증을 기반으로 게시판(일상 기록)과 채팅 

기반 상담 기능을 제공한다. 게시판에서는 사용자가 작성한 글을 분석 

API로 전달하여 감정 결과와 핵심 키워드를 표시하고, 긴 글의 경우 문장 

단위 감정 흐름을 제공한다. 채팅에서는 멀티모달 감정 결과를 반영해 공

감형 응답을 생성하며, 사용자 정보·게시글/댓글·상담 로그는 Firestore

에 저장되어 앱에서 즉시 조회·반영되도록 설계하였다.

Ⅲ. 멀티모달 감정 인식 모델

 텍스트 감정 분석은 약 5만 건의 한국어 대화 데이터로 학습한 KoBERT 

기반 분류기를 사용해 문장 단위 감정을 예측하고, 형태소 분석(Okt)을 

통해 핵심 키워드를 추출한다. 게시판과 같이 긴 텍스트는 문장 분리(kss) 

후 문장별 감정을 순차적으로 산출하여 사용자가 ‘한 번의 라벨’이 아니라 

‘감정 변화의 흐름’을 확인할 수 있도록 구성하였다.

 이미지(표정) 감정 인식은 초기 FER2013 기반 48×48 흑백 환경에서 

Sadness–Neutral 오분류가 잔존했고, 단순 업샘플링(48→96)만으로는 

정확도가 개선되지 않는 한계를 확인하였다(기존과 동일한 72%). 따라서 

2학기에는 한국인 고해상도 표정 데이터로 전환하고(약 50만 장, RGB, 

5개 감정 클래스), 얼굴 검출 또한 실시간 서비스 안정성을 위해 OpenCV 

Haar Cascade에서 MediaPipe 기반으로 교체하였다. 이를 통해 “얼굴 

검출→영역 추출→리사이즈/정규화”의 전처리 흐름을 일관화하고, 실제 

웹캠 입력에서 감정 인식의 안정성을 강화하였다.

Ⅳ. 동적 가중치 기반 감정 융합 및 위험 감지

 멀티모달 융합은 텍스트와 표정 예측을 동시에 고려하되, 실시간 환경에

서의 출력 안정성을 최우선으로 설계하였다. 표정 정보는 카메라가 켜져 

있는 동안 연속적으로 입력되지만, 텍스트는 발화 시점에만 발생하는 비

연속 신호이므로 기본적으로 표정에 더 높은 비중을 두고(기본 7:3), 모달

별 예측 신뢰도에 따라 가중치를 자동 조절한다. 예를 들어 이미지 예측 

신뢰도가 낮으면 텍스트 비중을 높여 0.40:0.60으로 보정하고, 텍스트 신

뢰도가 높거나 두 모달의 최빈 감정이 일치하면 0.50:0.50으로 정렬하여 

결과를 안정화한다. 반대로 텍스트 신뢰도가 매우 낮아 정보성이 부족하

면 이미지 1.0으로 처리하여 웹캠 기반 감정 흐름이 자연스럽게 유지되도

록 설계하였다.

 또한 대화 특성상 텍스트 감정이 한 번 출력되면 침묵 구간에서도 지속

되어 표정 변화를 가릴 수 있으므로, 텍스트 감정은 발화 후 일정 시간(보



고서에서는 3초)만 유지하고 이후 중립으로 복귀하도록 하여 시간적 불균

형을 완화하였다. 위험 감지는 단일 문장 ‘점수화’보다 반복 패턴에 주목

하여, 동일 감정이 5회 이상 연속될 경우 경고 플래그를 반환하고 앱에서 

팝업 안내를 제공하도록 구현하였다.

Ⅴ. 실험 및 결과

 이미지 모델의 성능 개선은 “데이터 도메인 적합성”과 “입력 정보량 확

장”을 중심으로 확인되었다. 이후에는 48×48 흑백에서 96×96 RGB로 

전환하여 픽셀 수가 약 12배 증가했고(2,304→27,648), 1채널 밝기 정보

에서 RGB 3채널 정보를 활용하도록 변경하였다. 동시에 한국인 표정 데

이터를 사용해 실제 사용자 환경에 더 잘 맞도록 조정한 결과, 보고서에서

는 감정 정확도가 72%에서 86%로 향상되었다고 정리한다. 이는 ‘표정을 

똑같이 지어도 매번 다르게 인식’되는 불안정성이 완화되며 실시간 표정 

인식이 더 안정적으로 동작하게 되었음을 시사한다.

Fig. 1. 제안한 모델의 감정 예측 혼동행렬

 학습 전략 비교에서는 여러 고도화 시도 중 Label Smoothing이 가장 단

순하면서도 일반화 성능이 우수해 최종 선택되었고, Early Stop 없이 안

정적 학습이 진행되며 검증 정확도 94.36%, 테스트 정확도 약 87%를 기

록하였다. 또한 감정별 Recall 비교에서 Sadness(51→81), Neutral(65

→93), Angry(63→80) 등 기존 취약 클래스가 크게 개선되어, 특히 이전

에 문제였던 Sadness–Neutral 구분이 실질적으로 강화되었음을 확인할 

수 있다.

Fig. 2. Label Smoothing 혼동행렬

 모델이 실제로 어떤 근거로 감정을 판단하는지에 대한 해석 가능성 분석

으로 Grad-CAM 결과도 제시되었다. 48×48 모델은 얼굴 전반의 밝기 

변화나 배경에 반응하는 등 판단 근거가 불안정한 반면, 96×96 모델은 

슬픔에서 눈썹·내려간 입꼬리, 행복에서 광대·올라간 입꼬리·눈가, 분노에

서 미간·눈썹 등 감정과 직접 관련된 핵심 부위에 집중하여 더 안정적으로 

판단하는 양상을 보였다. 이는 해상도 증가와 데이터 교체가 단순 정확도 

향상뿐 아니라, 사람의 표정 해석과 유사한 특징 참조로 이어졌다는 점에

서 의미가 있다.

Fig. 3. 감정별 Grad-CAM 비교

 앱 실행 동작은 실제 사용자 흐름에서 확인하였다. 사용자는 스플래시 

이후 로그인/회원가입을 거쳐 메인 화면에 진입하며, 로그인 상태에 따라 

초기 페이지가 분기되도록 구성하였다. 게시판에 글을 작성하면 감정 

결과가 작성 시간 옆에 표시되고, 별도 팝업에서 핵심 키워드(Okt 

기반)와 문장 흐름 기반 감정 추이 그래프가 제공된다(문장 분리는 kss 

기반). 채팅에서는 입력 문장 감정과 웹캠 표정 감정이 동시에 계산되어 

동적 가중치 융합 결과가 상담 응답에 반영되며, 동일 감정이 연속 누적될 

경우 경고 문구 팝업이 출력된다. 또한 서버 전송/처리 상황은 프롬프트 

로그로 모니터링하여 앱–API 연동이 정상 동작함을 점검하였다.

Fig. 4. 앱 실행 동작 화면

Ⅵ. 결 론

 본 연구는 텍스트와 표정 정보를 결합한 멀티모달 감정 인식, 공감형 AI 

상담, 연속 감정 기반 경고를 하나의 모바일 애플리케이션으로 통합한 실

시간 멘탈케어 시스템을 제안하고 구현하였다. 특히 표정 인식은 데이터 

도메인 적합성(한국인 표정)과 전처리 안정성(얼굴 검출 파이프라인)을 

개선함으로써 실사용 환경에서 감정 출력의 일관성을 높였고, 학습 전략 

측면에서는 Label Smoothing을 통해 취약 클래스의 Recall을 개선하였

다. 또한 신뢰도 기반 동적 융합과 텍스트 감정 유지 시간 제한을 적용하

여 실시간 대화에서의 흔들림을 완화하였다. 향후에는 사용자 평가 기반

의 정량/정성 검증을 확대하고, 개인화 기준선 및 안전 대응 정책을 고도

화하여 서비스 적용성을 강화할 예정이다.
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(a) 48×48 흑백 자료로 학습한 

모델 혼동 행렬

(b) 96×96 RGB 자료로 학습한 

모델 혼동 행렬


