1= =]
T

& 7% dsraddA 48 ¢ASE A% EMA 7Rk qERd A9 7)E

o8] 4], o] 7P+
7}2 ) 8

o

leeheejae@gachon.ac.kr, j17.lee@gachon.ac.kr*

EMA-based Stable Submodel Selection for Partial Training in Federated
Learning

Heejae Lee, Joohyung Leex
Gachon Univ.

O oF
-
¢ g5 (Federated Learning) #7414 Zeo|dEe T4 2 At #v]&S A7sly] 98] 22 Zdo d¥nks
I8l B e5(Partial Training) 71*:”01 A7 gk 2efuh dlelE] B dNon-ID)EA A= JH}EIEH
A717F BEd&H oz wEsly] uie, g A7) 78k s g A8 AErd] duy % Adste] A mdo] 4=
St AT WEES FEdioh —“55 —E%% olg ddsly] S AlFE d#HAAdS uHE ARnd A 7]“&%
otalch, At 7IHE A4 olF HAES AL vy 74 Fore ¥MEA ARE 7338}04 A S Fola,
H & 455 713 2 Warm-up AFS =913tk 43 A3 Aok 719 7]1E 924 ] Non-IID M xE ASA
do] otgd Al ¥ HeS gAsS Flssich
A ek ¢slsit}, CIFAR-10 & o] &3t A3 A7 A9
71He Non-IID #FHNA 7]& #2 giv] = 7+
A3t e (Federated Learning, FL)& HoJE| & A1 22 A¥gr 1F5e 93kl
noz ¢y AY BdAS 455k T YA, tolH I 22
ZglolWA] BE 2 Bk g Aol g

Submodel Extraction Global Aggregation
Client 1 Server

[e)
Zbedez s FHwa ok (1] 2y AA
SRl A= SdoldE 3 A4 B S A Ed
Az 3 BE SdeldET FdF qfe nds
Shgehs o @AV MA@ (2, 3, 41

d
=

@TopK l

olyd IAE FE3y] g8 FEH mdo YRS i
58k b 85 (Partial Training) 7]1WF A% 3% = @su::;d:?‘_mzm
71ol A=At [2, 3, 4], thEA Q] A =4, FIARSE o5t Roundt
[2]= stebvEe] 7hsA] Ar7lE ViR FRoET) ® Final Im’portancecalculate To- exp(—7)
& FlgnEE ddste] ABrrdas (LAt ey Weight Magnitude 7, Wl Parameter Importance

o]E] Non-1ID 3744 FHejrleld JoolE nxEs}
of Byyon di Fax FAI AERd F=
ol Asted ol He 2l YA gl 2.1 fA=

I 1Ak el AA T de A,

o O

O} %

Mr rQ Mr o L
2
oL

Ho|E  wolzE 7|9 ¥ #F Awkeld A%
oHAS ket spepulE g W] wE a0 A
W owno ome BAE Ao Nd @ A ojp oAl E wdedn AdH e gang
T U AU = T [e) — o] o e > - =) _
I+ (Exponential Moving Average, EMA) 7|%F 7154 =9 E'LH_ w716l A E_HE]OH #EHOH Wa‘rn} 1P
o ’ = Bers w9sle 2a% B9 %] A ¢y
a7 FAL 28 MBS ekslsta, () A A7) g R B )
A4 A1EA AolE HuEe] tg AEmE et cFws tolMe] B AY FAE [ = |w|F 7INe =,
BOLgE stebrEel AEe oAste, (i) AW 5 BMAVIE A SR Le vt el geldd (5]
N5A SHE PAaS Aesle] 53 Fulke] owy S I alst (1 o
gtglabs obAst WS AQketh e S% x7)d) oot -


mailto:leeheejae@gachon.ac.kr
mailto:j17.lee@gachon.ac.kr

AN aeol) & WA Fome wyg
zASE Aol ol Ba 04 4EA W
G B FAE FH B o}
stepulee] 7AER 7] wshe] Bery

Ao B dy =~ E Aelsa ol

Abga AR ehesel dislA sete el
Ve el 2ol geldk

o

Vt = th_l + (1 - Ol)dt (2)
Vo © S5 kel AA senEe] sheA A7I7h
Quh} rgHew 4AHEAT et mes ®

R b2 79 kRS AdE HE =an
Importance! ™™ 5 T}-&-3} 7Fo] el

Importance! ™™ =1, - exp(—V,) . 3)

AHE HF FQTE 7|20 2 Top k /19 sevg=
sto] 7} SEtolJE disf wixa MiE A S,
2dl gt & Wit StoldEE 2 dolHE

/\§]_o],1:i }\-113131:41/] i;ﬂ
SeoldESY] 24 5

=
A6f & Aol A9 mE gf & ule]E gk
ARl ey SR de m2El Ao s

O o oo oo XN v opx
do ¢ fob X W oo K[z 4@

& o St
Y
kv

A7IM n, © %71 AW sEEelH, ye(0,) & 4

Aleltt. did Sh5E2 AurE #4824 duelE
A5 A BEllo] wigshs BES 2HIAH. o5 E5
g Zuble Yo HEoR wE B8 fRdia,
FH FWRd= guHelE AVE F9 AT ATE
AAAsta HEH] FHES FEIH.

2.2 4% A

At 7IME ASs7] g8l CIFAR-10 HolH A&
ARgate] olmA] E57 A& s wlelE Non-

D &74& Adstr] 918, st dlolHE Dirichlet 3%
(=0.3) ° we} 100 7He] SeoldEd F&siglon,
ZF EeEre 10 el o] FeldES FAH

FEer, st 2492 BetaResNetl8_sbn =

AE-3lgl o, H rd gEe g o gisk AJrRd
FE &2 1.0, 0.25, 0.0625, 0.015625 & A3} o}
A Z¥, AX VIHe T TR (Late) HE®
Walgke] FFHAH Std(AAcc) )S Baseline ™H] 35%
HaAA s S FPAAY. 53] Ag=r)
s A9 Hx(Downside)2t A T
2= Hf YEZMaxDrop)S 37% RO EM, Non-
D #4e HHzAd AHs I=HH Aﬁﬂo}ﬂ%
aHo R Wolghs . Hiu FIFEo iHE
ave v AN FRE ¢ 0%% 7]"“‘@ %
HAelH, 27

Method Max(Whole) | Max(Late) | Final
Baseline(FIARSE) 56.44% 56.44% 54.51%
Ours 55.03% 55.03% 53.97%

® 1. CIFAR-10 "lo]E{Alell A Baseline I} A<k =W 9
Aol Q3w WL

Segment | Method Std Std(Down | MaxDropl
(round) (AAcc)d | side)d
Early Baseline | 0.0287 0.0106 0.0396

Ours 0.0284 0.0145 0.0511
Late Baseline 0.0207 0.0227 0.0776

Ours 0.0134 0.0129 0.0486
E 2 g8t 7+ A9 A3 E Wslgk 7]F Baseline I
Aok el e obgA W,

Warm-up o] 3z x7] B4

A Abge,

ACKNOWLEDGMENT
‘WP el SAREAN W AHE 17]'
2026 A% SW Zﬂrﬂtswou Auz S99
01389)

471419
"(2021-0-

[1] McMahan, B., Moore, E., Ramage, D., Hampson, S., and
Aguera y Arcas, B.,“Communication-efficient learning of
deep networks from decentralized data,”Proc.

International Conference on Artificial Intelligence and
Statistics (AISTATS), pp. 1273-1282, 2017.

[2] F. Wu, X. Wang, Y. Wang, T. Liu, L. Su, and J. Gao,
“FIARSE: Model-Heterogeneous Federated Learning via
Importance-Aware Submodel Extraction,” in Proc.

Advances in Neural Information Processing Systems
(NeurIPS), vol. 37, pp. 115615-115651, 2024.

[3] C. Diao, J. Lin, Y. Li, J. Liu, and J. Li, “HeteroFL:
Computation and Communication Efficient Federated

Learning for Heterogeneous Clients,” in Proc. ICLR,
2021.

[4] Liang, J., Zhang, L., Qu, X., and Wang, J., “FedEcover:
Fast and stable converging model-heterogeneous
federated learning with efficient—coverage submodel

extraction,” Proc. IEEE 41st International Conference on
Data Engineering (ICDE), pp. 2575-2587, 2025.

[5] Polyak, B. T. and Juditsky, A. B., “Acceleration of
stochastic approximation by averaging,” SIAM J. Control
Optim., vol. 30, no. 4, pp. 838-855, 1992.



