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Class Images Instances Precision Recall mAP@0.5 mAP@
(P) (R) 0.5:0.95

All 170 170 0.961 0.961 0.995 0.902
Forward 50 50 0.992 1.000 | 0.995 0.896
Backward 40 40 1.000 0.845 | 0.995 0.928
Stop 40 40 0.985 1.000 | 0.995 0.869
Special 40 40 0.868 1.000 | 0.995 0.914
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Detected: 1
Detected: stop (71.4%)
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