-

3 AHF FueZ BF AT FF 2A}

8 %
okuj s+

j1608306@hanyang.ac.

o

%

_4

AL«
7353}

r, *hyunsuk@hanyang.ac.kr

rok
7 1=J
ol J

A Survey on research trends in Zeroth—Order Optimization Algorithms
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B o=5e ffrR ool REl(LLMs) B4l %A (Fine-tuning) A A8t mlRe] HE BA42 937 9%
@AH(Zeroth-order, ZO) HAs7IHES] HA A7 §FS ARG dx23 0 I3 HA3 71HA MeZOE Ao,
aYPYAESY ABT F+22 83 LOZO, & ¢H(Hessian) AHRE &-83F HiZO0OE FAo g 7zt dugFo] 34
A} 724 xolg Wl FAgth. 53] SuperGLUE #lx|nta A8 AnE 7Ivte R, 7} 7|He] 45 547 A8
FAAS AYsta, Gak HAsE vjHe] giarE o] BE S FA A A e ouE g

ge ARAA FAW FEH fom, Fie

I.A & stebulg R iR o) mals AR HAgel:
54 HASHEH(SGD) o AdamWSﬂr zZe 13 deoll= AdAl A A
v & 7|Qk(first-order, FO) A3 7|4 A8-3) MeZO(Memory—-efficient zeroth-order optimizer)=
= o] U (LLMs)S 1Al A= i}ﬂo, TE 71 Gz HAAge AE FHSH7] s, mAZRA

A I (backward pass) TAA TAstE THTAE 7Z0-SGDolA]  FEluE A% 2 29SS in-place
Astoz Qs Hoigk Wzl owI=Es Qe WA o g SaEko 7 a Ur% = 2AE AGE

ol¥dt AL &3sly] fEl, HINE FxHZeroth- ANAsaL, F23 FAE o] WEE AlgFon
Order, ZO) #HA3} WHS 83 = do] md A 245 71sstA dok o) E Ba) dxdut 76k vl A
" A Z?Hoﬂ e A7 oA FEga Qo HE ZA OH] 128] o] e wWRE AlLFoTE R
Aoty JAx HZH3I 7HE, dE 5o MezO [1]¢} 24 &%l Jheds Rt

e c} o rdo FHA9(forward pass) ZAIHTS I8y Mez09 U AE F=H wAe 3xA
o] g3} ZHMOJEE FAZoRN, I FAHFS SAE R diarE Ao mde]  1x wE
ARSAY Ad9E T o E AA o= Qs JHYAEE A5 F8 Wk ARyt A5HEH AYA
JHYAE Ao %jl&f& Wxg Aol A TZE IHAE H&Ud_, MezO2] ZHYUAE FAHA+=
Haei, AdHom Gk HAsk w2 diatE <o F2h9] AEel o e s wekel| 53k
2d uA ZAH &% detezw Fg" 4 gy B BAE = AEgS BT olyd EUX+ B4 aE
=R E 9x HAAH3I JHEY AEAS 453 Asz olojd 4= 9l

MeZ0$} o]F MezO<9 dAIE R43H7] 918 LOZO [2], LOZO(Low-rank zo SGD)+= A FEF ol A 9]
HiZOO [3] <xa& 7+ 7x4 ol As EAHES s wEHor L= I3 aYtAdE FA
Hlul B35z} o), walS Agkslith £33 593 A REIRS

“A8t+=  lazy sampling ﬂé.ké T, diE Ao
mdo TYUAdES] F2E Wt AHAUSA AR,

0. £ MeZO wiv] e s} ‘1’_}23231 TH 54 B
2 Gk HAH3k W]l Z0-SGD [4]= &4 MezO¥ &4 Age] =ES agsA Ra 54
R = ~ o= Wk s T3k 7Pale], ©rE  Hhskol = A7)
S e 7 ARk o]&ste] aHIIES MR oo e of -

=23 w PR A 4= 9tk HiZOO(Hessian informed Zeroth—
Ao 2 M, o|EAH OB = Hupgro 2 2l

Tex vl e N Order Optimizer)= 37}"¢ «Au= E& ozt
J]—E]—U] E,]e 7g/‘\l§?]__ g,\_ 9}1\;}, j_a\/]_ o] ai@l_ Ho]'é]l% t‘ﬂl” er Belmlze;” \_E ‘l;\ "1;1_ T':‘_E = ;__ j1
aA sEvlE BRdlN adudE 33 wdel B0 FE ARG wAsw ol clgd 4%
SAA S, wd Aue AdsE su e LAUUES 40 98ds pAe A%, g,

’ - : - si=E = o o = tg

AsH = a7 A% olx 8 7= 9dx HAs HIZOOL_L—'“Ig FAE 9% F7F A v &2g] H]go]
e T AuA oA Adeld g ey zqw SRS WA EARE.



Task SST-2 | RTE | WSC WiC
13B Zero-shot 58.8 59.6 38.5 55.0
13B MeZO 91.4 66.1 63.5 59.4
13B LOZO 91.7 70.4 63.5 60.8
13B HiZOO 92.1 68.2 65.4 59.4
13BFT 91.8 70.9 84.1 76.9
30B Zero-shot 56.7 52.0 38.5 50.2
30B MeZO 90.6 66.4 63.5 56.3
30B LOZO 92.8 65.3 64.4 57.2
30B HiZOO 90.3 69.3 63.5 53.4
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