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요 약

최근 텍스트를 입력으로 3D 객체를생성하는 Text-to-3D 연구 분야에서 Score Distillation Sampling 기법이 제안되었다. 해당 기법은 3D 학습 데이터
없이도 3D 객체를 생성할 수 있는 장점이 있으나, 다양한 시점에서 객체의 기하학적 일관성을 보장하지 못한다는 한계가 있다. 이에 본 논문에서는
Dragging 이미지 편집 기법을 도입해 다중 시점의 기하학적 일관성을 개선한 새로운 Dragging Score Distillation 기법을 제안한다.

Ⅰ. 서 론

최근 Diffusion Model(DM)의 이미지, 텍스트, 영상 등 다양한 모달리

티에서 성공적으로활용되었으며활발히연구되고있다. 하지만 DM을학

습하기 위해서는 방대한 양의 데이터가 필요하다는 단점이 있다.

이러한 배경에서 Score Distillation Sampling(SDS)[1]는 사전 학습된

Text-to-Image DM과 학습 가능한 3D 모델을 활용하여 3D 학습데이터

없이 3D 객체를 생성하는 효율적인 기법으로 제안되었다. 그러나 SDS는

단일 시점 정보를 기반해 3D 모델을 최적화하는 방식이기 때문에, 3D 객

체의 서로 다른 두 시점에서 똑같은 형상이 생성되어 기하학적 일관성이

떨어지는 Janus 문제가 발생한다.

본 논문에서는 이러한 문제를 해결하고자 Dragging 이미지편집 기법

과 SDS를 결합한 Dragging Score Distillation(DSD)을 제안한다.

Dragging 이미지편집기법은임의의두점을활용하여이미지내객체의

자연스러운 이동, 회전 등 다양한 편집을 수행한다. 본 논문에서는 해당

편집 기법을 통한 공간적정보를 활용하여 다중 시점 간의 정합성을 확보

하고, 3D 객체의 다양한 시점의 기하학적 일관성을 개선할 수 있다.

Ⅱ. 본론

Ⅱ-1 Score Distillation Sampling

SDS는 사전 학습된 Text-to-Image 2D DM을 활용해서 3D 객체를

생성한다. SDS는 는 사전 학습된 DM, x  는 임의의 시점
에서 렌더링된 이미지, 는 3D 모델의 파라미터, ⋅은 미분 가능
한 렌더링 함수일 때,

∇SDS    z  x  (1)

으로 정의된다. 는 DM의 time step, 는 텍스트, 는 가중치 함수
를 의미한다. 여기에서 z 는 z t  tx t으로 DM[2, 9]의 노이즈
를 더하는 과정이다. ∼NI 는 노이즈를 의미한다.  는

Classifier-free Guidance(CFG)[3]로  z     z     z    z    (2)

으로 정의된다. 는 CFG의 Guidance 가중치이다.
Ⅱ-2 Dragging 이미지 편집 알고리즘

Dragging은 두 점을 기반으로 수행하는 이미지 편집 기법이다.

EasyDrag[4]는 이미지를 인코더와 DDIM Inversion[5]을 통해잠재적 벡

터로 변환한 후 두 점을 중심으로 한 일정 크기의 패치 사이의 코사인 유

사도 ⋅를 활용해 잠재적 벡터를 최적화한다. DDIM Inversion은
z s T s

s T z s s T s
s T s z   (3)

으로 정의된다.     ⋯   , z   x이다.z Tz T⋯z t의 잠재적 공간의 궤적을 예측하여 이미지의 잠재적
벡터를 얻을 수 있다. Dragging의 최적화 과정은 다음과 같이 정의된다.z  ←z   ∇z  (4)

코사인 유사도 ⋅는 각 잠재적 벡터를 DM 를 통과시킨

U-Net 디코더의 특징맵 F의 패치를 활용하여계산한다. 디코더의 두번
째 및 세 번째 특징맵을 사용하여 코사인 유사도를 계산한다.

FF  cosFF 
(5)

F는 현재 최적화 대상인 z 의 특징맵이며, F는 초기 z 의 특징맵
이다. ⋅은 stopgrad, 는 Dragging의 학습률을 의미한다. 해당 최
적화 과정은 N번 수행한다.

Ⅱ-3 Dragging Score Distillation



본 논문에서 SDS와 Dragging을 결합한 Dragging Score

Distillation(DSD)을 제안한다. 임의의시점 와 다른 시점 를 샘플링
한다. 각 시점에서의 렌더링 이미지들은 DDIM Inversion을 통해 각각

z t i와 z t j를 얻는다. 해당 잠재적 벡터를 서로 다른 시점으로 Dragging

최적화 과정을 거친다. 해당 과정으로 최적화된 벡터를 각각 z t i→ j와
z t j→ i라고 하면, 해당 벡터들로 두 개의 SDS 식을 계산한다.

∇DSD   
  z  →      x    (6)

∇DSD   
  z  →    x    (7)

최종적인 DSD는∇DSD  ∇DSD  DSD  으로 정의된다.x   와 x   는 각 샘플링 된 시점에 따른 렌더링된 이
미지, 텍스트, 노이즈다. 각 업데이트된잠재적벡터들은서로다른시점에

서 샘플링된 노이즈를 매칭하는 식으로 구성된다.

두 시점의 위치는 큰 차이가 없도록 샘플링한다. 두 시점의 차이가 클

수록 Dragging 최적화 과정의 부정확성이 커지기 때문이다. 특징점 매칭

을 통해 두 점을 구하지 못한 경우는 SDS로 학습한다.

Ⅲ. 실험

DSD는 사전 학습된 Text-to-Image 2D DM은 Stable Diffusion

v2.1[6], 3D 모델은 3D Gaussian Splatting(3D-GS)[7]을 사용했다. SDS

와 DSD 두 모델의 CFG 가중치는 100으로 진행했다. DSD의 Dragging

최적화 과정 횟수는 총 5회, 학습률은 0.01로 설정했다. DSD의 두이미지

시점은 azimuth [-30˚, 30˚] 및 polar [-15˚, 15˚] 구간의 랜덤한 값 차이를

갖도록 샘플링했다. Dragging의 패치 사이즈는 6x6 크기로 설정했다.

RTX 3090 1개 환경에서 진행했다. SDS의 배치 크기는 4로 설정했으며

DSD의 배치 크기는 2로 설정했다.

실험은총 2가지텍스트에 대해서진행했다. SDS는 한 객체생성에약

50분이 소요되었으며 DSD는 한 객체 생성에 약 6시간이 소요되었다. 그

림 2에서 첫 줄은 SDS, 두 번째 줄은 DSD 결과다. DSD는 SDS에 비해

구조적으로 안정된 모습의 결과를 보여준다. 그림 2 상단 결과에서 DSD

는 SDS에 비해 더 좋은 퀄리티의 생성 결과를 보여준다. 다만, 그림 2 하

단 결과의 0˚와 180˚에서 생성된 모습은 SDS 및 DSD 모두 서로 일관성

없는 결과를 보여준다.

Ⅳ. 결론

Dragging 이미지 편집기법을 SDS에 접목하여 여러 시점의 기하학적

일관성에 대해 좋은 영향을 미치고 양질의 결과를 얻을 수 있다. 그

그림 2. 실험 결과

럼에도 DSD의 잠재적 벡터 최적화 과정, Dragging 기법의 부정확성 등

개선할수있는여지가존재한다. 추후해당기법을고도화하여보다양질

의 객체를 생성할 수 있을 것으로 기대된다.
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그림 1. Dragging Score Distillation 구조


