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요 약

본 논문에서는 diffusion 모델 기반 스타일 전이 기법을 통한 데이터 증강으로 족적 탐색 성능 향상 기법을 제안한다. 본 연구 분야는 현장에서 촬영된
족적 이미지와 사전에수집된족적 이미지들을 딥러닝모델을활용해, 현장에서촬영된족적 이미지가 사전에수집된족적 이미지중 어떤신발모델에
해당하는 지를 유사도 거리 기반으로판단한다. 하지만, 모델의학습에 사용할 현장 족적 이미지의수가부족하고 사전에 수집된족적이미지와 비교해
현장에서 촬영된 족적 이미지가훼손이 심하여 모델의학습 난이도가 높아 성능을 확보하기어렵다. 이를 극복하기위해, 사전에수집된 족적이미지를
현장 이미지와 같은 다양한 훼손 정보를 전이하는 방법으로 데이터를 증강시켜 최종적인 족적 탐지 성능을 향상한다.

Ⅰ. 서 론

최근 딥러닝 기술이 큰 발전을 이루며, 족적 수사 분야에 딥러닝 기술

을 도입하는 다양한 연구가 이루어졌다. 신발의 족적 이미지(reference 이

미지)를 학습된 딥러닝모델에통과시켜특징 벡터를구한다. 그리고사건

현장에서 촬영한 족적 이미지(query 이미지)를 딥러닝 모델에 통과시켜,

특징 벡터를 구한다. 이렇게 구한 query 이미지의 특징 벡터와 reference

이미지들의 특징 벡터 간의 유사도 순위를 측정하여, 가장 유사한 신발을

찾는다. 하지만신발데이터가부족하고 훼손이 심하여, 이미지간의 도메

인 차이로 인해 모델의 학습이 어렵다.

이 문제를 해결하기위해, 자기지도 학습 방법을 사용해 라벨링이 없는

원시데이터들로 학습을 진행하는 방식[1]을 사용하였다. 하지만, 이런 방

식들도 query 이미지의 훼손에서 오는 reference 이미지와의차이를 보완

하기는 어렵다.

본 논문에서는 reference 이미지를 사건현장의 query 이미지로스타일

전이하고 모델 학습 데이터 세트를 증강하는 방법을 제안한다. 세부적으

로 diffusion 모델[2] 기반의흰색 이미지를활용한 스타일전이 기법을통

해 데이터 증강을수행한다. 특히, 사전 학습된 diffusion 모델을 사용하면

서 각 스텝 별 결과로 얻은 이미지를 단순 흑백 이미지 변환하는 기법을

도입한다.

Ⅱ. 본론

Ⅱ-1. Diffusion 모델의 흑백 이미지 변환 기법

현재 사용되는 diffusion 모델의 경우, 컬러 이미지에 대하여사전학습

되어있기때문에, 흑백의족적 이미지를스타일이미지로하여스타일전

이시키면 원치 않는 이상 색상 현상이 발생한다.

따라서, 본 논문에서는 diffusion 모델의 매 스텝마다 결과를 3채널 평

균값을취하는방법을제안한다. 이는 족적이미지스타일전이결과이미

지에 이상 색상이 나타나는 현상을 효과적으로 방지할 수 있다.

Ⅱ-2. CLIP and White Image Guided Style Disentanglement Loss

그림1. 제안한 스타일 전이 모델의 pipeline

CLIP-based Style Disentanglement[3] 손실함수는 CLIP 모델[6]을 사

용하여 스타일 거리를 측정한다. 이는 다음과 같이 정의된다.      (1)      (2)는 CLIP 모델의 이미지 encoder, 는 스타일 이미지, 는 에서
스타일제거한결과, 는스타일이전이된결과, 그리고 는스타일전
이할 콘텐츠 이미지를 스타일 제거한 결과다. 이를 기반으로 다음과 같은

손실함수로 구성된다.

   ,  ㆍ
(3)



     (4)

 는추출된스타일정보와콘텐츠이미지의스타일정보가서로일
치하도록최적화하는 것이다. 또한, 추출된두 스타일 정보가 동일한 방향

을 향하도록 유도하는  손실함수를 도입한다. 다음과 같은 새로운
손실함수를 정의한다.      (5)

본 논문에서는 흰색 이미지 와 스타일 이미지 간의 스타일 거리를
측정하여, 스타일 이미지의 색감과 화풍뿐만 아니라 스타일 이미지의 전

체적인 정보가 온전히 전이되도록 하였다.

Ⅱ-3. White Image Guided Style Reconstruction Loss

Style Reconstruction Loss[3]는 스타일 제거된 스타일 이미지를 다시

스타일을 복원한 이미지 와 원본 스타일 이미지  간의 차이를 구하
는 손실함수이다. 다음과 같이 손실함수를 정의한다.    (6)

이와 달리, 본 논문에서는 족적 이미지의 훼손정보를 온전히 전이시키

기 위해 백색 이미지를 도입한다. 그러하여 백색 이미지를 기반으로 스타

일전이시킨이미지 와 원본스타일이미지  간의 차이를 구하는 손
실함수를 사용한다.     (7)

Ⅲ. 실험 결과

그림 2. 스타일 전이 비교 결과

그림 2에 대해서, (a)의 결과는 Style Diffusion[3]을 활용하여 스타일

전이한 결과, (b)의 결과는 DDIM의 각 시간 스텝에서 흑백으로 변환한

기법만 적용한 결과, (c)는 본 논문에서 제안한 기법을 모두 적용한 결과

이다. Style Diffusion과 비교하여, 본 논문에서 제안하는 방법이 이상 색

상 요소를 억제하고, 사건 현장의 query 이미지의 특징이 효과적으로

reference 이미지에전이된것을확인할수있다. 그림 3은 본 논문이제안

한 기법의 추가 결과들이다.

그림 3. fid-300[5]에 대한 스타일 전이 결과

족적검색 모델학습에사용하기위하여, reference 이미지를사건 현장

의 query 이미지에 대해 스타일 전이를 수행하였다. 족적 검색 모델은

ResNet-50을 사용하였으며, Cross Entropy Loss를 사용하여 특징 벡터

를 추출하도록 학습을진행하였다. 학습과평가는 fid-300[5] 데이터 세트

가 사용되었다.

Top 1% Top 5% Top 10%
(1) 14% 38% 56%
(2) 15% 40% 50%
(3) 17% 49% 63%

표 1. fid-300의 족적 탐색 성능 결과

표1에 대해서, (1)는 이미지 증강 없이 학습을 진행한결과, (2)는 Rand

Augment[4]을 사용하여 1장씩 증강하여 학습한 결과, (3)는 본 논문에서

제안한 방법을 사용하여 1장씩 이미지 증강하여 학습한 결과다. 본 논문

에서 제안한 방법은 모든 수치에서 더 높은 성능을 기록하였다.

Ⅳ. 결론

본 논문에서는 족적 검색 모델의 성능 향상을 위하여, 스타일 전이를

통한이미지 증강을제안하였다. 기존이미지증강에많이 사용되는 Rand

Augment와 비교하여, 유의미한 성능 향상을 확인하였다. 제안된 방법을

통하여, 족적 이미지 사건 현장 족적 이미지 간의 도메인 차이를 줄이고,

데이터 세트의 부족 문제 해결에 기여할 수 있을 것으로 기대된다.
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