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요 약  

 
본 논문은 단일 RGB 이미지로부터 3D 인체 형상을 복원하는 과정에서 발생하는 2D-3D 투영 정합 오류를 해결하기 

위해 실루엣 기반의 카메라 투영 기법을 제안한다. 기존의 PIFu 계열 모델은 학습 및 추론 시 스케일, 이동, 회전 등의 

정답 카메라 파라미터가 필수적으로 요구되거나 데이터셋에 고정된 투영 가정을 전제하는 한계가 있다. 그러나 공개 

데이터셋에서는 이러한 파라미터가 제공되지 않거나 값이 불안정하여 실제 환경 적용 시 투영 오차가 커지며 전신 비례의 

왜곡을 야기한다. 이에 본 연구는 이미지에서 추출한 실루엣의 기하학적 정보만을 활용하여 투영 스케일과 오프셋을 

최적화함으로써 픽셀 정합 내재 함수가 정확한 특징을 참조하도록 유도하였고, 결과적으로 복원된 3D 인체 모델의 구조적 

안정성과 품질을 개선하였다. 

 

 

Ⅰ. 서 론  

최근 헬스케어와 메타버스 산업의 성장으로 단일 

이미지 기반 3D 인체 복원 기술의 중요성이 크게 

부각되고 있다 [1, 2]. 특히 PIFu[3]와 같은 

논파라메트릭(non-parametric) 방식은 고정된 템플릿 

제약 없이 개인 고유의 세밀한 체형을 복원할 수 있다는 

장점이 있으나, 3D 포인트를 2D 이미지 평면으로 

투영하는 정합 과정의 정확도에 매우 민감하다. 정답 

카메라 파라미터가 제공되지 않거나 불안정한 실제 

환경에서는 투영 오차로 인해 픽셀 특징 참조 위치가 

어긋나고, 그 결과 전신 비례 왜곡이나 표면 아티팩트가 

발생할 수 있다[4]. 아래의 그림 1 은 이러한 투영 정합 

오류로 인해 2D–3D 정렬이 잘못된 상태에서 학습이 

진행될 경우, 추론 단계에서 왜곡된 3D 복원 결과가 

나타날 수 있음을 보여준다. 

 

 
그림 1 3D–2D 투영 오류로 인해 잘못 학습된 경우의 복

원 결과 예시 

 
따라서 본 연구에서는 정답 카메라 파라미터에 대한 

의존을 배제하고, 이미지에서 추출한 실루엣(silhouette) 

정보만을 기반으로 투영 스케일과 오프셋을 정렬하여 

2D–3D 투영 정합을 안정화하는 실루엣 기반 카메라 

투영 기법을 제안한다.  

 

Ⅱ. 본론  

기존의 3D 인체 복원 연구들 중 PIFu 계열 모델은 3D 

포인트를 2D 이미지 평면에 정확히 투영하기 위해 학습 

단계에서 스케일(scale), 이동(translation), 회전(rotation) 

등의 카메라 투영 파라미터가 필수적으로 요구된다[3, 4]. 

일부 데이터셋은 이러한 카메라 파라미터의 정답값을 

제공하지만, 데이터 구매 비용이 발생하는 고가의 

데이터셋에 의존하는 경우가 많다. 반면, 다수의 공개 

데이터셋에서는 카메라 파라미터가 제공되지 않거나 

값이 불안정하여, 데이터셋이 달라지거나 파라미터 

정보가 없는 환경에서 투영 정합의 불안정성이 커지고 

일반화에 한계가 발생한다. 따라서 GT 카메라 

파라미터가 없는 상황에서도 다양한 데이터셋에 

robust 하게 적용 가능한 2D–3D 투영 기법이 필요하다.  

본 연구에서 제안하는 기법은 정답 파라미터가 없는 

상황에서도 이미지에서 추출된 2D 실루엣 마스크를 

직접적인 기준점으로 활용하여 3D 메쉬를 

정합시킴으로써, 투영 정합을 안정화한다. 먼저, 제안 



기법이 전체 추론 파이프라인에서 적용되는 위치와 

흐름을 그림 2 에 제시한다. 이후 실루엣 바운딩 박스를 

이용한 스케일, 오프셋 계산과 회전 각도 최적화 과정을 

구체적으로 설명한다.  

 

 
그림 2 제안하는 실루엣 기반의 카메라 파라미터 투영 기

법이 반영된 프레임워크 

 

구체적으로는 2D 이미지의 실루엣 바운딩 박스의 크기 (, ℎ)와 정규화된 메쉬의 크기( , ℎ)를 비교하여 투영 

스케일  = min  (  ,   )을 산출한다. 이후 실루엣 중심 

좌표 ( , ) 와 메쉬 중심의 투영 위치가 일치하도록 

오프셋  =   −  ( ∙ )  및  =   −  ( ∙ ) 를 

계산한다. 또한 정면 시점에서 미세하게 벗어난 경우를 

대비하여 실루엣 정합도가 최대가 되는 최적의 Y 축 회전 

각도 ∗ =  arg max  IOU(Silhouette,  ProjMesh()) 를 

탐색하여 투영의 안정성을 극대화한다. 이러한 방식은 

카메라의 물리적 파라미터를 수치적으로 회귀 예측하는 

것이 아니라, 실루엣과 메쉬가 이미지 평면에서 

기하학적으로 어긋나지 않도록 투영 프로세스 자체를 

안정화하는 데 목적이 있다. 결과적으로 3D 포인트는  = ( ∙  ) +  ,  = ( ∙ ) +  로 투영되며, 이를 통해 

각 3D 포인트에 대응하는 픽셀 위치에서 정확한 

특징(feature)을 안정적으로 추출할 수 있다. 그 결과 

그림 3 과 같이 투영 정합 오류로 인한 전신 비례 왜곡과 

표면 아티팩트를 완화하여 보다 정밀한 3D 복원을 

가능하게 한다. 

 

 
그림 3 실루엣 기반 카메라 투영 적용 전후 

 3D 복원 결과 비교 

 
제안한 기법을 적용한 결과, 표 1 에 제시된 바와 같이 

주요 성능 지표에서 개선된 성능이 확인되었다. 
 
표 1 실루엣 기반 카메라 투영 기법 적용에 따른 3D 인

체 복원 성능 비교 
모델 CD P2S MIOU SSIM PSNR 

 

NORMAL 

CONSISTENCY 

 
PIFu 0.53 0.20 0.27 0.20 6.53 0.16 

Ours 0.56 0.22 0.50 0.74 15.21 0.27 

 
 

Ⅲ. 결론  

본 논문에서는 실루엣 정보를 활용한 카메라 투영 

정렬을 통해 논파라메트릭 3D 인체 복원의 2D–3D 투영 

정합 안정성을 크게 향상시켰다. 제안한 방법은 

이미지에서 추출되는 실루엣(silhouette)이라는 가벼운 

기하학적 정보만으로 투영 스케일과 오프셋을 정렬하여, 

픽셀 특징 참조 위치의 어긋남을 완화한다. 실험 결과 

제안하는 방식은 기존 모델 대비 mIoU 및 SSIM 등 

주요 성능 지표에서 우수한 결과를 나타냈으며, 특히 

전신 부피와 표면 방향의 일관성을 보다 안정적으로 

복원함을 확인하였다. 이는 투영 단계의 정렬 

최적화만으로도 픽셀 기반 내재 함수의 학습 및 추론 

안정성을 높일 수 있음을 시사한다. 향후 정밀한 신체 

치수 측정 및 모바일 기반 디지털 트윈 시스템 구축에 

있어 중요한 기술적 토대가 될 것으로 기대된다. 
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