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요 약 

 
최근 한국 문화에 대한 관심 증가로 외국인의 국내 미식 체험 수요도 빠르게 확대되고 있으나, 기존 키워드 기반 
검색은 사용자의 의도와 음식의 의미적 특성을 충분히 반영하지 못한다. 이에 본 연구는 LLM(Large Language 
Model) 기반 음식 프로파일링과 FAISS(Facebook AI Similarity Search) 기반 벡터 검색을 결합한 이종 문화 음식 추천 
시스템을 제안한다. 사용자가 입력한 음식의 의미적 특성을 LLM으로 분석하고 벡터 유사도 검색을 통해 유사한 
한식을 도출한다. Kubernetes 기반으로 구현되어 부하에 대한 확장성과 장애 허용성을 보장한다. 

 
 

Ⅰ. 서론 

 최근 한국 문화에 대한 관심 증가로 2025년 외래관광객이 
역대 최대치인 1,870만 명을 돌파할 것으로 전망되며[1], 방한 
외국인의 국내 미식 체험 수요도 확대되고 있다. 그러나 기존 
검색 엔진의 키워드 기반 방식은 사용자의 의도를 충분히 
반영하지 못한다[2]. 이러한 문제를 해결하기 위해 본 연구는 
LLM을 활용한 지능형 음식 프로파일링과 고성능 벡터 
데이터베이스인 FAISS[5]를 결합한 이종 문화 간 음식 추천 
시스템을 제안한다. 이 시스템은 Kubernetes로 구현하여 
부하에 대한 확장성과 장애 허용성을 갖는다. 

 본 논문의 구성은 다음과 같다. 2장에서는 관련 선행 연구를 
고찰하고, 3장에서는 제안 시스템의 아키텍처를 설명한다. 
4장에서는 구현 결과를 5장에서는 시스템의 확장성과 장애 
허용성을 실제 운영 환경에서 실험을 통해 검증하였다. 
마지막으로 6장에서는 결론 및 향후 과제를 제시한다. 

 

Ⅱ. 선행 연구 및 기술 개요 

 1) 기존 시스템 한계- 검색 엔진에 입력하는 단순 키워드는 
동의어 처리 및 다국어 환경에서의 의미 소실 등의 한계를 
지닌다[2]. 최근 검색 엔진에서 AI 요약 서비스가 제공되나, 
특정 도메인에 대한 근거 결여로 인해 환각 현상이 발생할 수 
있다[3]. 
 2) LLM 기반 프로파일링- 본 시스템은 LLM을 활용하여 
사용자가 입력한 단일 키워드에 대해서 음식의 특징을 
능동적으로 프로파일링 한다. 이를 통해 사용자의 질의 
의도를 고차원 벡터로 변환할 수 있다. 
3) 추천 시스템의 설명 가능성- Zhang & Chen (2020)은 설명 
방식에 따라 모델 내재적 방식과 후처리적 방식으로 
분류하였다[4]. 본 연구에서는 벡터 검색 엔진의 블랙박스 
특성을 보완하기 위해 LLM 기반 후처리적 설명 방식을 
채택하였다.  
4) RAG 기반 추천- FAISS는 고차원 임베딩 벡터 간의 유사도 
검색을 실시간으로 수행하는 엔진으로, 전수 조사 방식에서 
높은 정확도와 낮은 지연 시간을 보인다[5]. 본 연구에서는 

IndexFlatIP 인덱스와 L2 정규화를 결합한 코사인 유사도를 
구현하였다. 

Ⅲ. 제안 시스템 구조 

  
그림 1. 전체 시스템 시퀀스 다이어그램 
 
 그림 1은 본 시스템의 전체 구조를 나타낸다. 사용자는 웹 
기반 Frontend 인터페이스를 통해 자국 음식 이름을 
입력한다(1). 입력된 텍스트는 Backend API로 전달 되며(2), 
Backend API는 먼저 Translate Service를 호출하여 입력 
언어를 분석 및 표준 처리 언어로 변환한다(3). 
 이후 변환된 음식명을 기반으로 LLM(Gemini)을 호출하여 
해당 음식의 맛, 식감, 주요 재료, 조리 방식 등의 의미적 
특성을 분석하고, 이를 고차원 임베딩 벡터로 변환한다(4). 
생성된 임베딩 벡터는 FAISS 기반 벡터 데이터베이스로 
전달되며(5), FAISS DB Service는 사전에 구축된 한식 임베딩 
인덱스와의 코사인 유사도 계산을 통해 가장 유사한 한식 
후보를 검색한다(6). 
 검색 결과는 다시 Backend API로 반환되며, Backend API는 
LLM을 활용하여 추천 근거를 자연어로 생성한다(7). 필요 시 
해당 설명은 Translate Service를 통해 사용자 입력 언어로 



재번역되며, 최종 결과는 Frontend로 전달되어 사용자에게 
시각적으로 제공된다(8). 
 
IV. 구현 결과 

(a) 자국 음식 입력 화면     (b) 한식 추천 결과 화면(스페인어) 

 
(c) 결과에 대한 추천 근거  (d) 한식 추천 결과 화면(태국어) 
그림 2. 사용자 화면 
 

 
그림 3. 실제 검색 시스템에 동일한 질의를 수행한 결과 
 
 그림 2는 시스템의 사용자 인터페이스 화면을 나타낸다. 
사용자는 ‘Tacos’를 입력하였다(a). 사용자는 자국 언어로 
음식 이름을 입력한다. 시스템은 해당 입력을 자동으로 
인식하여 내부 처리 언어로 변환한 뒤 추천 과정을 수행한다. 
 Backend API는 LLM을 활용하여 입력 음식의 의미적 특성을 
분석하고 FAISS 벡터 검색을 통해 가장 유사한 한식 후보 중 
상위2개를 도출한다. 시스템은 ‘Tacos’와 유사한 한식으로 
‘Empanadilla de carne(고기만두)’와 ‘Bibimbap(비빔밥)’을 
추천하고 결과에 대해 음식 간 유사성을 설명하는 추천 
근거(c)를 함께 제공한다.(b) 스페인어를 입력하면 결과가 
스페인어(b). 태국어는 태국어(d)로 출력한다. 그림 3은 
Google 검색 엔진에 ‘tacos와 비슷한 한식’을 입력한 
화면이다. 비빔밥, 쌈밥, 김밥 등의 한식을 단순 나열하여 
제시하며, 음식 간 유사성에 대한 구체적인 기준이나 추천 
근거는 제공되지 않는다. 
 
V. Kubernetes 시스템 운영 
  
 1) 자동 확장(HPA) 테스트 

 
그림 4. Pod의 자동 확장 

Backend API에 대한 확장 성능을 검증하기 위해 사용자 
요청이 증가하는 부하 테스트를 수행하였다. (그림 4) 테스트 
결과, 요청 증가로 인해 CPU 사용률이 임계값을 초과하자 
Backend Pod 수가 2개에서 최대 5개까지 자동으로 
확장되었다. 확장 과정에서도 요청 처리 지연 없이 서비스가 
안정적으로 유지되며 부하 상황에서도 응답 성능이 

유지됨을 확인하였다. 이후 부하가 감소하자 Pod 수는 다시 
최소 개수로 축소되어, 시스템이 부하 변화에 따라 안정성과 
자원 효율성을 동시에 확보함을 검증하였다. 
 
 2) 자가 복구(Self-healing) 테스트 

 
그림 5. 예기치 않은 pod 종료 시 자가 복구 
 

Kubernetes의 Self-healing 기능을 검증하기 위해, 그림 5와 
같이 FAISS DB Pod를 의도적으로 삭제하는 실험을 
수행하였다. 그 결과 pod 종료 직후 새로운 Pod가 자동으로 
재생성되며, PVC에 저장된 인덱스를 다시 로드하여 서비스 
중단 없이 정상 동작을 유지한다. 이 과정에서 데이터 
유실이나 서비스 중단 없이 검색 기능이 지속되었으며, 
시스템이 예기치 않은 장애 상황에서도 안정적으로 
복구됨을 검증하였다. 
 
VI. 결론 
본 연구는 LLM과 FAISS 기반 벡터 데이터베이스를 
결합한 문화 간 음식 추천 시스템을 제안하였다. 제안된 
시스템은 음식의 의미적 특성을 기반으로 유사도를 
계산하고, LLM 기반 설명을 제공함으로써 기존 키워드 중심 
추천 방식의 한계를 보완하였다. 또한 Kubernetes 기반으로 
구현하여 시스템의 확장성과 안정성을 보장하였다. 향후 
연구에서는 IVF, HNSW 등 FAISS의 다양한 인덱스 구조를 
적용한 성능 비교를 진행하고자 한다. 
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