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요 약  

 
Text-to-SQL 은 자연어 질문을 실행 가능한 SQL 로 변환하여 데이터베이스 질의를 자동화하는 핵심 

기술이다. 최근 모델 성능은 다양한 오픈 모델의 출현으로 크게 향상되었으나, 다국어 환경 또는 도메인 특화 환경에서는 

데이터베이스 스키마의 정확한 해석이 어려워 성능 병목이 발생한다. 본 연구는 이러한 스키마 용어 해석 문제를 

완화하기 위해, 스키마 요소와 다국어 동의어를 매핑한 구조화된 lexicon(dictionary)을 프롬프트에 직접 삽입하는 

lexicon-assisted training 방법을 제안한다. 제안 방법은 자연어 질문과 데이터베이스 구조 간 의미 정렬을 강화하여 

스키마 해석의 모호성을 줄이고, 결과적으로 질의 정확도를 개선하는 것을 목표로 한다. 4 개 백본 모델에 대해 lexicon 을 

포함한 파인 튜닝을 수행하고, Spider 벤치마크에서 평가한 결과 lexicon-assisted 설정이 기존 대비 Execution 

Accuracy(EX)를 향상시키는 경향을 확인할 수 있다[1]. 본 방법은 새로운 스키마를 도입할 때 lexicon 만 갱신하면 

되므로, 이식성과 유지보수 측면에서 높은 실용성을 지닌다. 

 

 

Ⅰ. 서 론  

 자연어 기반 데이터 접근 수요가 증가하면서 사용자의 

질문을 SQL 로 변환하는 Text-to-SQL 은 자연어 

인터페이스의 핵심 구성요소로 자리 잡았다. 대표 

벤치마크인 Spider 는 다중 테이블, 복잡 질의, 교차 

도메인 일반화를 요구하며 Text-to-SQL 의 표준화된 

형태로 평가할 수 있게 설계되었다[1]. 이후 스키마 

인코딩과 링킹을 구조적으로 강화하는 연구가 발전했고, 

RAT-SQL 은 self-attention 을 통해 스키마 구조와 정렬 

정보를 통합하여 처리해 성능을 크게 끌어올린 

접근이다[2]. 

 범용 생성 프레임워크의 발전도 Text-to-SQL 에 

중요한 기반을 제공했다. T5 는 모든 NLP 과제를 text-

to-text 형태로 통일하는 프레임워크를 제시하며 다양한 

생성 과제에서 강력한 성능을 보여주었고[3], mT5 는 

이를 다국어로 확장하여 101 개 언어의 사전학습으로 

다국어 생성 성능을 뒷받침한다[4]. 이러한 흐름은 비 

영어권 질의에도 적용 가능성을 넓혔지만, 실제 서비스 

환경에서의 성능 병목은 여전히 남아 있다. 

 다국어 환경 또는 전문 도메인에서는 스키마에 

어휘(테이블/컬럼 명칭)를 정확히 해석하는 것이 어렵고, 

스키마 요소의 잘못된 해석은 오류 SQL 생성으로 

직결되어 모델의 신뢰성과 실용성을 크게 저해한다. 기존 

접근은 대규모 주석 데이터 기반의 광범위 파인 튜닝 

또는 대량 학습에 의존하는 경우가 많다. 

 본 연구는 정렬에 필요한 의미 단어를 명시적으로 

제공하자는 관점에서, 테이블/컬럼과 한국어 표현의 

대응관계를 사전으로 정리해 프롬프트에 포함시키는 

학습 기법을 제안한다. 

 

Ⅱ. 실험 및 결과  
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본 논문에서의 핵심은 테이블/컬럼과 한국어 동의어를 

연결하는 구조화 lexicon 을 프롬프트에 삽입하여, 

모델이 질문-스키마 의미 정렬을 보다 안정적으로 

수행하도록 유도하는 것이다.  

본 논문에서 사용된 입력 프롬프트는 [표 1]과 같다. 

이 템플릿은 모델이 질문 표현을 스키마 요소로 연결할 

때, 추측에 의존하기보다, 프롬프트에 포함된 정보를 

사용하도록 유도한다.  

 

Section Example 
Instruction 1) You are a Text-to-SQL model. 

2) Refer to [schema] and [dictionary] to generate an 

exact SQL query. 
3) Use the dictionary to match Korean terms to 

table/column names. 

Schema Customers (customer_id, payment_method,       
customer_name, ... ) ... 

Dictionary Customers:["고객"], 

payment method:["결제 방식"], 

customer name:["고객 이름", "이름"], ... 

Question “결제 방식으로 현금을 사용하는 고객들의 이

름을 반환하시오.” 

Target 
SQL 

SELECT customer_name FROM Customers WHERE 
payment_method = ”Cash”; 

[표 1]. Lexicon-assisted Text-to-SQL 프롬프트 예시 

 

실험은 4 개의 백본 모델(KoBART-base-v2, KoGPT2, 

mT5-base, HyperCLOVAX-SEED-Text-Instruct-

0.5B)을 대상으로 하며, 내부 한국어 질문 세트로 각 

백본을 파인 튜닝한 뒤, multilingual Spider 

benchmark 와 동일 한국어 세트에서 평가했다. 평가 

질의는 multi-table JOIN, GROUP BY 등 복잡 SQL 을 

포함한다.  

평가지표는 EM(Exact Match)과 EX(Execution 

Accuracy)를 사용한다. EM 은 생성 SQL 과 정답 SQL 의 

문자열(또는 정규화 후) 일치 여부, EX 는 DB 실행 결과 

일치 여부로 해석할 수 있으며, Spider 계열 연구에서 

널리 사용된다[1]. 

[표 2]는 lexicon 삽입 유무에 따른 EM/EX 점수 

결과를 보여준다. 전반적으로 lexicon 을 포함한 설정이 

모든 백본에서 EM 과 EX 를 동시에 개선하였다.  

Lexicon 삽입은 입력 토큰의 길이를 증가시킨다. 

입력이 길어지면 컨텍스트 제약으로 인해 학습, 추론   

난이도 및 비용이 가할 수 있지만, 그럼에도 성능이 

개선된다는 점에서 새로운 스키마를 도입할 때 

lexicon 만 갱신하면 되므로, 이식성과 유지보수 

측면에서 실용적인 장점을 갖는다.  

실험에 사용된 모든 모델의 매개변수 수가 10 억 개 

미만의 소형 모델이고, 다국어 text-to-SQL 모델의 

기본 정확도가 여전히 상대적으로 낮지만, 사전 기반의 

미세 조정은 성능 향상을 보여준다.  

 
Model Non-

Lexicon 

EM 

Non-

Lexicon 

EX 

Lexicon 

EM 

Lexicon 

EX 

KoBART 0.00 0.00 0.03 0.05 

KoGPT2 0.00 0.00 0.02 0.03 

mT5-base 0.04 0.06 0.15 0.25 

HyperCLOVAX 0.05 0.06 0.16 0.18 

[표 2]. EM,EX 점수 비교 

Ⅲ. 결론  

본 연구는 다국어/전문 도메인 환경에서 Text-to-SQL 

성능을 저해하는 핵심 요인 중 하나인 스키마 용어 

해석의 모호성을 완화하기 위해, 테이블/컬럼과 

다국어/도메인 동의어를 구조화한 lexicon 을 프롬프트에 

삽입하는 lexicon-assisted training 을 제안했다. 4 개 

소형 모델 비교에서, 제안 방식은 기준선 대비 

EX 점수의 개선을 보였고, 특히 mT5-base 에서 가장 

큰 향상이 관찰되었다. 또한 작은 규모 모델에서도 

lexicon 정보 삽입이 다국어 SQL 생성의 모호성을 

완화하고 성능 개선을 달성했으며, 더 큰 모델에 적용할 

때 이득이 커질 것이라 예상한다. 
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