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요 약  

 

본 연구는 대규모 언어 모델(LLM)이 생성한 텍스트를 효율적으로 판별하기 위한 경량 탐지 기법을 제안한다. 상당수의 

탐지 기법은 사전학습 언어 모델에 대한 추가적인 파인튜닝으로 인한 높은 계산 비용을 수반한다. 본 연구는 이러한 

한계를 극복하기 위해, 별도의 파인튜닝 과정 없이 학습 데이터의 임베딩을 사전에 인코딩하고, 이를 통해 정의한 Local 

LLM-ness vector 만을 활용하여 텍스트의 생성 주체를 판별하는 방법을 제시한다. 제안 기법은 별도 파인 튜닝 없이 

사전 학습된 언어 모델의 표현력만으로 기존의 통계 기반 기법들의 성능을 능가하는 실용적인 성능을 달성한다. 

 

Ⅰ. 서 론  

대규모 언어 모델의 발전으로 인해, 인간이 작성한 

텍스트와 기계가 생성한 텍스트를 구별하는 문제는 

콘텐츠 신뢰성 및 정보 무결성 측면에서 중요한 연구 

과제로 부상하고 있다. 기존의 LLM 생성 텍스트 탐지 

연구는 주로 지도 학습 기반의 분류 모델을 

파인튜닝하거나, 통계적 특성 또는 언어 모델 확률을 

활용하는 방식에 의존해왔다[1] [2]. 그러나 이러한 

접근은 새로운 모델이나 도메인에 대한 일반화 성능이 

제한적이거나, 반복적인 언어 모델 호출로 인한 계산 

부담이 크다는 문제점을 가진다. 본 논문에서는 이러한 

문제의식을 바탕으로, 파인튜닝을 전혀 사용하지 

않으면서도 실용적인 탐지 성능을 달성할 수 있는 

간단한 임베딩 기반 판별 기법을 제안한다. 핵심 

아이디어는 인간 텍스트와 기계 텍스트가 임베딩 

공간에서 형성하는 국소적 구조 차이를 활용하는 것으로, 

소수의 샘플만으로도 의미 있는 판별 축을 구성할 수 

있다는 점에 있다. 

 

Ⅱ. 본론  

1. 제안하는 방법 

본 연구에서는 대규모 언어 모델(LLM)이 생성한 

텍스트를 판별하기 위해, 파인튜닝 없이 임베딩 공간에서 

정의되는 국소적 판별 벡터를 활용하는 방법을 제안한다. 

구체적으로, 인간 텍스트와 기계 텍스트 각각에서 코사인 

유사도가 가까운 순서로 20 개의 샘플을 선택한다. 각 

텍스트는 BERT-base 모델을 통해 벡터로 변환된다[3]. 

토큰 임베딩에 대한 mean pooling 을 적용하여 문장 

단위 임베딩을 구성한다. 이후 인간 텍스트 임베딩의 

평균을 Local Human Centroid 로, 기계 텍스트 임베딩의 

평균을 Local Machine Centroid 로 정의한다. 두 중심 

벡터의 차이를 Local LLM-ness vector 로 정의하며, 

이는 해당 국소 영역에서 인간 텍스트에서 기계 

텍스트로 향하는 판별 방향을 나타낸다. 판별 대상 

텍스트는 동일한 방식으로 임베딩된 후 Local LLM-

ness vector 에 대해 직교 투영되며, 이 투영 값이 

클수록 기계 생성 텍스트일 가능성이 높다고 판단한다.  



 

 

2. 실험 설계  

제안하는 방법의 성능을 평가하기 위해, 본 연구에서는 

NeurIPS 에서 공개된 DetectRL 데이터셋을 

사용하였다[4]. DetectRL 은 다양한 대규모 언어 모델로 

생성된 텍스트와 인간이 작성한 텍스트를 포함하는 공개 

벤치마크로, 실제 생성 환경을 반영한 다양한 데이터 

분포를 제공한다. 구체적으로, DetectRL 데이터셋의 

Direct Prompt(직접 프롬프팅), Prompt 

Attack(프롬프팅을 통한 분류기 공격), Paraphrase 

Attack(생성된 문장을 paraphrase 하는 프레임워크를 

통한 분류기 공격), Perturbation Attack(일부 단어나 

철자 등을 수정함으로써 분류기 공격) 시나리오에서의 

성능을 평가하였다. 비교 기준은 LLM 의 추론을 통한 

통계량을 요구하는 Entropy[2], DetectGPT[3] 기법을 

선정했다. 

 

3. 실험 결과  

제안 기법의 각 시나리오별 AUROC / F1 Score 는 

순서대로 아래 표와 같다. 

 

Method Direct 

Prompt 

Prompt 

Attacks 

Para. 

Attacks 

Pert. 

Attacks 

Entropy 26.5 / 

0.0 

26.2 / 

0.0 

64.6 / 

57.6 

68.6 / 

69.0 

DetectGPT 52.8 / 

40.9 

51.8 / 

38.0 

31.8 / 

16.9 

18.2 / 

0.0 

Proposed 97.2 / 

97.2 

92.6 / 

92.8 

91.1 / 

89.0 

88.5 / 

78.1 

 

실험 결과를 통해, 제안한 방법이 의미 있는 판별 성능을 

달성함을 확인하였다. 특히 소수의 샘플을 활용한 국소적 

중심 구성만으로도 안정적인 판별 신호를 얻을 수 

있음을 보였으며, 이는 임베딩 공간에서의 구조적 차이가 

LLM 생성 텍스트 탐지에 효과적으로 활용될 수 있음을 

시사한다. 

 

Ⅲ. 결론  

본 논문에서는 파인튜닝 없이 LLM 생성 텍스트를 

탐지할 수 있는 간단하고 효율적인 임베딩 기반 기법을 

제안하였다. 제안 방법은 소수의 인간 및 기계 텍스트 

샘플만을 이용해 국소적 판별 축을 구성하고, 이를 통해 

새로운 텍스트의 생성 주체를 판단한다는 점에서 

실용성이 높다. 특히 Local LLM-ness vector 라는 

개념을 통해, 임베딩 공간에서의 구조적 차이를 

직접적으로 활용할 수 있음을 보였으며, 이는 복잡한 

분류기나 추가 학습 없이도 경쟁력 있는 성능을 달성할 

수 있음을 시사한다. 향후 연구에서는 국소 영역 선택 

방식이나 K 값 변화에 따른 안정성 분석, 그리고 다양한 

임베딩 모델에 대한 확장 가능성을 검토할 수 있을 

것이다.  
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