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A3z (Value)

utglu]g (Parameter)

Base Model Gemma-3-4b-it

Batch Size 2 (Gradient Accumulation: 16)
Epochs 5

Learning Rate 1x10°4

Max Sequence Length 2048

Weight Decay 0.05

Label Smoothing 0.1
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Gemma-3-4b-it (Base) 15.2% 32.5% 12.0% 5.0%
Green-1 (Ours) 68.5% 66.2% 54.8% 79.1%
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