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요 약  

 
대규모 언어모델을 새로운 언어 또는 도메인으로 확장하는 과정에서 기존 모델의 성능 저하를 억제하고 학습되지 않은 

언어나 도메인의 성능을 향상시키는 것이 중요한 과제가 되었다. 본 논문은 옵티마이저 관점에서 언어모델의 새로운 

언어와 도메인에 대한 성능 향상과 기존 언어 능력 성능 저하 문제를 다룬다. 이를 위해 동일 모델을 대상으로 언어–

도메인이 급격하게 전이되는 학습과정에서 다양한 옵티마이저를 비교 분석하고, 각 단계의 성능 변화와 전이 지표를 통해 

옵티마이저 선택이 성능 유지와 전이에 미치는 영향을 정량적으로 평가한다. 실험 결과는, 옵티마이저의 설계 선택이 

단순한 학습 효율을 넘어 도메인, 언어 확장 과정에서 성능 보존과 전이에 중요한 역할을 함을 보여준다. 본 연구는 연속 

사전학습 과정에서 다국어 및 도메인 확장 맥락에서 업데이트 규칙 자체를 핵심 제어 요소로 고려할 필요성을 제시한다. 

 

 

Ⅰ. 서 론  

 대규모 언어모델을 다른 언어나 도메인으로 확장할 

때는, 목표 언어 성능을 끌어올리는 과정에서 기존 영어 

능력이 약화되는 문제가 반복적으로 보고된다. 이러한 

현상은 사전학습을 통해 새 도메인· 언어 데이터에 

적응할 때 두드러진다. 모델이 학습하지 않은 도메인 

적응을 위한 추가 사전학습이 모델의 새 도메인 

문제해결 성능을 개선한다는 점은 널리 확인되어 왔다. 

그러나 이 과정에서 이전 지식의 손실을 동반할 수 

있다[1]. 다국어 사전학습에서도 교차언어 전이를 통해, 

언어 수가 늘어날수록 표현 성능이 저하되는 상충관계가 

발생할 수 있다[2]. 따라서 새로운 도메인과 한국어 

능력 향상을 목표로 한 추가 학습에서는 새 도메인 과 

언어에 대한 적응과 기존 언어 능력 유지를 함께 

고려해야 한다. 

본 논문에서는 모델 수정이나 별도 모듈을 추가하지 

않고, 옵티마이저로 한국어 성능을 개선하면서도 영어 

능력 저하를 완화하는 가능성을 검토한다. 언어–도메인이 

바뀌는 학습 과정에서 지식의 전이 양상과 성능 보존에 

어떠한 차이를 만드는지 실험적으로 분석한다. 

 

Ⅱ. 본론  

사전학습된 대규모 언어모델에 한국어 데이터를 추가 

학습시키는 접근법은 일반적으로 한국어 성능의 향상 

방안으로 논의되어 왔다. 그 과정에서 데이터셋은 

단순하게 언어만 바뀌는 것이 아닌 언어와 도메인이 

함께 변화하는 복합적인 양상을 띤다.  

본 연구에서는 연속 학습 환경에서 옵티마이저 선택이 

전이 및 망각 특성에 미치는 영향을 분석하기 위해, 

AdamW, Sophia, 그리고 UPGD 를 비교했다. AdamW 는 

대규모 언어모델 학습에서 표준적으로 사용된다[4]. 

Sophia 는 곡률 정보를 근사적으로 활용하는 방법을 

이용해 제안되었다[5]. UPGD 는 연속 학습에서 음의 

전이를 현상을 의미하는 plasticity 감소와 catastrophic 

forgetting 문제를 완화하기 위해 제안된 방법이다[6]. 

연속 사전학습 환경에서 전이 품질을 평가하기 

위해서는 단일 단계의 성능과 과제 간 지식의 전달 

양상을 함께 고려해야 한다. 성능 평가를 위해 연속학습 

평가 방법인 Backward Transfer (BWT), Forward 

Transfer (FWT)을 이용한다. BWT 와 FWT 는 T 개의 

과제가 주어질 때, 학습 과정의 성능 행렬을 𝑅 ∈ ℝ𝑇×𝑇 , 

𝑅𝑖,𝑗는 i번째 과제까지 학습한 직후 j번째 과제의 테스트 

성능을 의미한다.  

BWT 는 학습이 진행됨에 따라 과거 과제에 대한 

성능이 어떻게 변화했는지를 나타낸다. 

BWT =
1

𝑇 − 1
∑  

𝑇−1

𝑖=1

(𝑅𝑇,𝑖 − 𝑅𝑖,𝑖) 

여기서 𝑅𝑇,𝑖 − 𝑅𝑖,𝑖 < 0일 경우 과거 과제에 대한 성능의 

하락과 지식에 대한 망각이 발생했음을 의미한다. 

FWT 는 이전 단계의 학습이 미래 과제의 초기 성능에 

미치는 영향을 측정한다. 

FWT =
1

𝑇 − 1
∑ 

𝑇

𝑖=2

(𝑅𝑖−1,𝑖 − 𝑏𝑖) 

여기서 𝑅𝑖−1,𝑖 는 𝑖 번째 과제를 학습하기 직전의 

성능이며, 𝑏𝑖는 해당 과제의 초기 기준 성능이다.  

다음은 실험환경 설정이다. 본 연구에서는 생성 및 

요약 과제의 성능 측정(𝑅𝑖,𝑗)을 위해 ROUGE-L 과 BLEU 

점수를 사용한다. 실험에 사용된 모델은 Llama3.2 로 3B 



크기이다[7]. 옵티마이저 비교 분석을 위해 3 가지의 

다른 도메인 또는 언어의 데이터 셋을 다룬다. Legal 

Case Summarization (법률 요약)과 GSM8K (수학 추론) 

과제 그리고 Korean Medical MCQA (한국어 의료 

질의응답) 데이터셋이다. 

 비교 실험 결과에 대한 분석은 다음과 같다. AdamW 

옵티마이저가 FWT에서 Blue는 -0.0026을 Rouge-L은 

-0.0141 이라는 음의 값을 기록했다. 이는 전반적으로 

소폭이나 음의 값을 기록했음으로 도메인이나 언어가 

바뀌는 환경에서 모델이 과제 성능에 지식 전이가 

활발하게 일어나지 않는 것으로 해석할 수 있다. 

BWT 기록을 살펴보면 Blue 는 -0.0010 을 Rouge-L 은 

-0.0138 이라는 수치를 통해 과거 문제해결 능력이 

새로운 지식을 학습하면서 망각현상이 일어났음을 

확인할 수 있다. 불필요한 파라미터에 노이즈를 주입해 

학습을 촉진시키는 UPGD 옵티마이저의 수치를 

살펴보겠다.  FWT, BWT 모두 Blue 에서는 -0.0002 와 

0 으로 과거의 과제에 대한 성능을 크게 잊어버리지 않고 

지식전이도 활발이 일어나지 않아 보이나 Rouge-L 로 

보는 성능에서는 FWT 가 0.0021 BWT 가 -0.0050 으로 

미세하지만 지식 전이와 망각현상이 동시에 일어난 

것으로 나타난다. 2 차 근사를 이용하는 옵티마이저인 

Sophia 의 수치를 분석해보면 FWT 수치가 Blue 는  -

0.0226, Rouge-L 는 -0.0675 로 지식 전이가 앞의 두 

옵티마이저에 비해 떨어지는 것이 확연하게 나타났다. 

그러나 BWT의 Blue는 0.0001로 미세하나 Rouge-L은 

0.0142 라는 양수 값을 보였다. 이는 전반적으로 새로운 

언어나 도메인을 학습과정에서 성능 저하가 이뤄지지 

않고 과거 도메인 또는 언어 지식이 보존되고 있음을 

시사한다.  

전반적인 BWT 와 FWT 를 통한 수치 분석으로 볼 때, 

AdamW는 지식 흡수와 망각에서 모두 불리했다. 그러나, 

UPGD 가 새로운 지식을 흡수하는 데 상대적으로 큰 

망각없이 안정적이며 Sophia는 과거 지식을 보전하는 데 

이점이 있으나 FWT 수치를 보면 다른 옵티마이저에 

비해 새로운 지식전이에는 불리하다는 것으로 해석된다.  

 

Ⅲ. 결론  

본 논문은 영어 중심 사전학습 LLM 을 한국어로 

확장하는 과정에서, 기존 영어 능력 손실을 최소화하면서 

한국어 성능을 개선하는 문제를 다룬다. 핵심은 

옵티마이저 차원의 접근법으로 모델의 학습에 미치는 

영향을 분석하는 데 있다. 실험 결과를 분석했을 때, 

한국어 적응에서도 안정적 전이를 목표로 한 업데이트 

규칙에 대한 설계의 필요성을 뒷받침한다.  
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그림 1 급격한 도메인 및 언어 변화 환경에서 옵티마이저에 따른 Blue와 Rouge-L에 따른 BWT, FWT의 평균값 


