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요 약

전력망은 기후 변화에 따른 분산자원 투입 증가, 데이터 센터로 인한 부하 급증으로 인해 시스템 복잡성과 불확실성이 증가하고 있다.
이러한 형태의 전력망을 운영함에 있어 기존 수학적 최적화 모델은 수렴 불안정성의 중가로 주어진 시간내에 해결하지 못하는 문제점이 있다. 그로
인해최근 파운데이션모델기반의빠른 적응성을활용하려는시도가있으나, 특성상전력망데이터는 매우민감하고불균형적문제가 있어파운데이션
모델 설계에 한계가 있다. 따라서 이를 해결하기 위해 본 논문에서는 계층적 그래프 연합학습 기반 최적조류계산 파운데이션 모델을 개발하여 데이터

프라이버시를 보호하며 최적조류계산 문제를 빠르게 해결할 수 있는 방법을 제안한다.

Ⅰ. 서 론

기후변화및데이터센터의 설치로 현대전력망은분산자원으로인한불

확실성과 부하 급증으로 인한 복잡성이 증가하고 있는 추세이다. 따라서

기존의 수학적 최적화 모델로는 주어진 시간내에 해를 도출하지 못해 전

력망 운영 시 유연한 대처가 어려운 문제점이 있다. 이를 해결하기 위해

최근 전력망에서도 파운데이션 모델을 설계하려는 노력이 있으나[1], 전

력망 데이터는 매우 민감하여 공유가 어렵기 때문에 국가 혹은 사업자간

파운데이션 모델 설계가 제한되는 실정이다. 또한 불균형 데이터 특성이

내재되어있어파운데이션모델설계시오히려성능이저하될수있는우

려도 존재한다. 따라서 본 논문에서는 계층적 그래프 연합학습을 통해 데

이터프라이버시보장및전력망의이종특성을고려하며일반화성능을향

상하는 파운데이션 모델을 제안한다. 시뮬레이션 결과, 우리는 제안한 파

운데이션모델이최적조류계산문제에대해약 99% 이상의정확도로최소

73초의 빠른 파인튜닝 소요시간을 확보할 수 있음을 확인하였다.

Ⅱ. 본론

우리는 전력망 데이터의높은민감성을고려하여 데이터 공유없이 파운

데이션모델을 설계하기위해 연합학습을 고려하였다. 연합학습은클라이

언트와서버로구성되어있으며, 상호 간에는데이터가아닌모델학습파

라미터를 공유한다. 먼저 서버에서 초기 모델을클라이언트에게 전달해주

면 클라이언트는 그 모델을 바탕으로 보유하고 있는 데이터에 대해 학습

을 수행한다. 이후 클라이언트는 학습이 끝난 모델을 서버로 전달해주며,

서버는 이를 취합해 연산하여 모델을 업데이트한다. 이 과정을 반복하면

클라이언트는직접적인 데이터공유없이도일반화 성능이향상된모델을

확보할 수 있다. 하지만 전력망 데이터는 불균형성이 내재된 이종 그래프

형태로, 일반적인 연합학습을 적용했을 시 클라이언트 드리프트 현상이

발생하여성능이저하되는 단점이 있다[2]. 따라서 이를해결하기 위해클

라이언트 모델 파라미터 정보에 군집 분석을 적용한 군집 연합학습[3]이

있지만, 그룹 개수별로 서버 모델이 존재하기 때문에 파운데이션 모델 설

계에구조적인한계가있다. 따라서우리는군집분석을통해구성된그룹

모델들에 대하여상단에 단일 글로벌모델로 취합할수 있는 계층적 연합

학습 구조를 개발하였다. 일반화 성능을 고려하기 위해 우선 글로벌 모델

은 학습이 끝난 클라이언트 모델을 취합하여 업데이트를 수행한 뒤, 그룹

모델들과의 파라미터차이를 계산하여이를 클라이언트로전달한다. 이후

각클라이언트는해당 정보를손실함수에반영해그룹과 글로벌모델간의

차이를 최소화하는 그룹-글로벌 보정 학습을 진행한다. 이 과정을 통해

우리는전력망 데이터프라이버시 보호, 이종 형태로 인한 드리프트 방지,

그리고 일반화 성능이 뛰어난 파운데이션 모델을 확보할 수 있다. 그림 1

은 제안한 기법의 전체 구조를 나타낸다.

그림 1 제안하는 계층적 그래프 연합학습 구조

Ⅲ. 결론

실험을 위해 우리는 PGLib 전력망 데이터셋[4]을 통해 12개의 전력망을



가져와클라이언트로 구성하였다. 각 클라이언트의 데이터셋은 주어진 전

력망의부하 값에대해 ±20% 범위로 랜덤하게변동을주어각각 학습데

이터 100개, 검증데이터 200개를 생성하였다. 표1은 실험에 사용한 12개

전력망의 구조 정보를 나타낸다.

전력망 버스개수 발전기 개수 선로개수
IEEE 14 14 5 20
IEEE 57 57 7 80
PGLib 60 60 23 88
IEEE 73 73 33 120
PEGASE 89 89 12 210
IEEE 118 118 54 186
IEEE 162 162 12 284
SNEM 197 197 35 286
PGLib 250 250 42 339
GOC 793 793 89 913
PEGASE1354 1354 260 1991
Wisconsin1664 1664 78 2462

표 1 전력망 구조 정보

표2는 제안하는계층적연합학습구조(HGFL)의성능을확인하기위해연

합학습에서 널리 쓰이는 FedAvg[5]와 군집 연합학습의 방법론 중 하나인

CFL-GP[3]와비교한결과이다. FedAvg 경우특히 PEGASE 1354 클라이

언트가 상대적으로 성능이 급격히 저하되었음을 확인할 수 있으며, 이는

전력망 데이터가 불균형의 이종 형태임을 보여준다. 반면 CFL-GP와 제

안하는 HGFL은 전반적으로 비슷하게 높은 성능을 보여주고있어 HGFL

기법이 클라이언트의 성능 저하 없이 일반화 성능이 높은 파운데이션 모

델을 설계할 수 있음을 보여준다.

표 2 연합학습 기반 최적조류계산 실험 결과

표3은 제안하는 HGFL을 통해 설계된 최적조류계산 파운데이션 모델

(FedOPF-FM)에대한파인튜닝결과이다. 빠른적응성을확인하기위해클라이

언트로구성된전력망이아닌새로운전력망에대해파인튜닝을진행하였으며, 초

기랜덤모델파라미터로설정하여학습하는Local training 방식과비교하였다.

특히우리는한국전력거래소에서제공한실제국내전력망데이터를사용하여제안

하는모델의실용성을확인하였다. 표4는새로운전력망의구조정보를나타낸다.

전력망 버스 개수 발전기 개수 선로개수
KPX 4492 4492 182 5969
GOC 3970 3970 123 6641

표 4 전력망 구조 정보

실험결과, FedOPF-FM기반의파인튜닝방식이 Local training 대비높은

성능을보였으며, 각각약 73초, 242초의빠른소요시간을보였다. 그림 2, 3은

각전력망의학습손실커브를나타내며, 파인튜닝방식이빠른학습수렴성

을 보여주는 걸 확인할 수 있다.

표 3 FedOPF-FM 파인튜닝 실험 결과

그림 2 KPX 4492 전력망에 대한 학습 손실 커브 결과

그림 3 GOC 3970 전력망에 대한 학습 손실 커브 결과
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