GAg 2 §&4< SMPC 7|8 PPML 7|9
A7), Azlo}, ol%ul, £H e NES
LG =}

jaeky.oh@lge.com, jinall.choi@lge.com, sum.lee@lge.com, byoungwoo.yoon@lge.com, jongho0.shin@lge.com

Secure model separation and efficient SMPC-based PPML method

Jaeky Oh, Jina Choi, Sumin Lee, Byoungwoo Yoon, Jongho Shin
LG Electronics

Q ok

N |

B = Inversmn attack &2 HE <tH3l
71@*8}3 =y Split- ML & &
Atk wEba A o] md

= inversion attack) Oﬂ

I.A4 &8
Split—-ML 7]’\0 7Nele] YE  data

AI/ML F& Av|2E Zﬂoo}ﬂ‘/‘r Fol &&3%
AEF 3 FE 7lsolnHl <1a 1>% A
Data EH/\] Client °lA &= Smashed data & XU
w0 Data & H3E3HAE Cloud ¢ S ¢
AT

=

S =F3HA

ol— s
1%’ __l_
>~ 5
e

A

$ 3

-
Client  Cut Layer (5 Cloud

| r
II Smashed
| Data

elle:Zexlel

X N TIE N/ %
M\“b’é\ B X

(/
e 3‘1
oK. Vf\ﬂl’/‘\ /\W’)‘ -

Output Layer

<719 1> Split-ML 9] +x

a2 Client 9 A8 99& AUAA ZA AAsA
Smashed data ¢ 43 AZ7} “obA  Inversion
attack o] FoFst 93lo] ri[2].

<™ 2>+ Split-ML 9|4} 2+ Cut layer $1X]o] w&

Smashed data = EQ%F oluxE HoFEy, 713
920l  olm X AA Input data = EoloE
olujx]o]n], Layer depth 7} T71&4E Y ojuA &=
s8sta, gigygde=r wWaly] wEe] HE omAE
Rt 0 g e R B R =

': :' s:1 Y221 i 1 i I; '

~— -~ ~— - s i
Real Image 1 6 1 16 21

<% 2> Inversion Attack & E2% o]n| x|

@ e aed s

Forward
Embedding

Gradients

Cut Layer

3
E) &

T _

% |
[ Input Data
Cut Layer

Server

=
I
&
&
g
H
I

Inversion Model

B Features =F

<71¥ 3> Split ML(Vanila Structure) =21} ok

<Z1¥ 3> Vanilla Split-ML T+Z& Ho F=4|,
749 8<% Features ¢} Label ©] i%% g el At

st<5 Label 9 Loss Al4te] Client ©| A

e e
°]T°1X] U-shape ?ZE 13}k 4= 9wk
F4 9 Inversion model &

AT FAORTE o8
Adde A,

o]

1.= 0O

=

=

o.E&

Inversion attack S 2F-E <Fd3k 4 Layer depth &
Secure layer & Aol& 4 9t} o]= Split-ML ¢] Cut

layer & X—!W AFE-E ALY, 1% &4 SMPC T-&d
A& [5] Split—-ML ol A ¢+A 3t Layer depth &
AQes A Zaa, oA S Target 3}
Inversion 3+ ZA¥}¢}o] 2}o]E UERNE Inversion
metrlcs 2 Z21E 4 9t} Input data 7} o]w| A Y

$-oll&= PSNR, LPIPS, MSE 7} AF&-%#, MSE 2]
E‘r%ﬂr 23]

MSE —%ii T, ) —1(i,)]°

i=0 j=0


mailto:jaeky.oh@lge.com
mailto:jina11.choi@lge.com
mailto:sum.lee@lge.com
mailto:byoungwoo.yoon@lge.com

TG, () FFoNAe Target Image #olH I1G,)E
Inversion B&& AME8te] 53¢ Image #heolth. H ¢
W = Image 9 =°]9} 4lojt}. PSNR(Peak Signal to
Noise Ratio)= MSE & A}-&38}o] oo} o] HH T

MAX

2
PSNR =10 - log;(5=5) , MAXy = 28 — 1

LPIPS(Learned Perceptual Image Patch Similarity)<
ojm A Y] FAIEE Al 1A Twroe=m  xEgh
A Eolt}. o= 2 | o]m| A A Pretrain(lmageNet)¥
2 Layer 1 ©l42] activation map < H|1l5}¢]
SEEE RS EIc

LIPIS = Z HleVth; [E&e (;}m, - JA/(I)hw)”z

<1 4>% Layer ¥ Inversion metrics o W& Secure
layer AW F shUE HoFa dri4]. T1HA
ZF g EE Metrics ¥E  Layer depth o W&
Inversion metrics #(fw)S XA S, sk == 3k
Inversion metrics 7]E%H(Thesng, Thiees, Thwmse)©]
ARE Aggd, a2 Z2E 28359 Secure layer &
AARE 4 vy ojuf ZF Metrics 9 7|E#HES ALE
mdoju oluxe wat gdEtd £ lon, AH 52
AAAF7IZ AHE ¢ U

Inversion Metrics (Image)

Y
r 0.7(0.10)

 0.5(0.07)

LPIPS

T Thypips
L 0.3(0.04)

—0.1(0.01)

-
5 10 15 20 25 Layer Index

it (Tha)

max
M=PSNR,LPIPS MSE

<719 4. Secure Layer 24>

Input data 7} Image 7} o}d ©& Data 9 A-$-ol=
Vector Similarity ©]-&3}¢] Inversion metrics & &3
T doerm <a¥Y 5>E Vector similarity & $

Metrics & X5 9t}

lla — bll;
a a

L2 Distance

Inner product

Cosine similarity

<Z1¥ 5. Vector similarity & 3+ Metrics>

Split-ML ©] Inversion attack ol ¢t &hew ool A
A9 Secure layer 74| Client ol &t —1 w¢]
Smashed data & Cloud oA AEfA Yx ML <
3Pt @A} A7 Cloud = Secure layer 7HA
RAdAHBE Client oAl =&3A AW, 53] Server 9
Z8% RAgRIt Qe Afde FA A4ER
ol &lZdst7] flalM, 2l PETs 7]+ SMPC &
Abg3te] Server & Yl ARE 5% uLE ML S
B2 A4 S k. AN mEd Ao SMPC 7lES
Agat7lole Be FAREE SN wEA
Aoty WA o)M= Inversion attack © ¢FH % Secure
layer 7FA%F SMPC =2 =REd HREE KE3I3F3,

(MSE)

FEEHE  Aw ML & Abgstel FA vy
2 23139,

CL SL CcL2
. Server |
Client - T > Client

EFEE MPC @2 ‘ EFEE

Cut Layer
Secure Layer

©
=
©
(=]
-
=
=1
=

Input Data 25
29¥E B3

<29 6. BN W57l F7tE &4 SMPC>

g 6> ARbE WY FRE HoAFEd
Client oA Input data Z%¥ Cut layer(CL7FA] H&
FAoA Adqstar CL HE Secure layer(SL)7FA
SMPC & &34 dsks gt SMPC & Client ¢
Server 7} ZyZte] njdzzto g e ARES 33
Aolty. SMPC <999l (CL~SL A}elellA Client
Server 9 3ld9Y RIdAHHE LA FEd}aL, Server
Client °lA4 A ¥ Embedding & <A 5314 Hd}.
SL o4 Server i Client ZXFE MPC Qid3=
Heikol 943 Embedding & B33 &, SL~CLZ27HA
HE gdgoz At wixeo & Client & CL2 oA
Server oA ¢4FE Embedding & ©|&3lo] HE o=
Label & AXg 4 vk Aagiat g5 Label &
o] &3lo] Loss 9 Gradient 91 & & AT F
otx A3 Forward Propagation ¢ w®hojdbsko =
Backward Propagation & F=38)3lo] 8t5S F=3)3ht)

e

m Z2&

B =fo A= Split-ML 3 SMPC & Ao &3]
A HolE e REARE BE BFE ¢ gl Weks
A A EF T AerE 7)< A= Layer depth B &2
A S 4=x3}3F Inversion metrics #S SA 3L
Q%+ Threshold #t32] HXE F3] Secure
layer & ZA3th £ 2do W w&& S
91+ Cut layer & A #A3}aL Cut layer 9F Secure layer
TS SMPC 2 B Este], 54 s #4313
EEAA HAE AT

F1EH

[1] Yoshitomo M. “Splitting distilled deep neural networks”,
[EEE Access, 8:212177- 212193, 2020

[2] Sanjeev A. " Why are deep nets reversible”, ICLR, 2015.

[3] Richard Z. “The unreasonable effectiveness of deep
features as a perceptual metric”, CVPR, 2018.

[4] Xin D. “Privacy Vulnerability of Split Computing to
Data-Free Model Inversion Attacks”, BMVC, 2022

[5] A. B. Alexandru, “Cloud-based mpc with encrypted
data,”, IEEE CDC, 2018



