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요 약

본 논문은 자율주행 차량 환경에서 운전자의 음성 명령을 인식하고 화자 인증을 수행하는 FPGA 기반 음성 인식 시스템을 제안한다. 클라우드 기반
음성인식의 지연 및 보안 문제를 해결하기 위해 Raspberry Pi에서 MFCC(Mel-Frequency Cepstral Coefficients) 특징을 추출하고, Zynq-7020
FPGA에서 DTW(Dynamic Time Warping) 기반 템플릿매칭을수행하는 엣지 처리 구조를설계하였다. 실험 결과, 화자 인증 정확도 95.0%와 명령어
인식 정확도 91.4%를 달성하여 제안 시스템의 유효성을 검증하였다.

Ⅰ. 서 론

자율주행차 기술은 자율/협력 주행, 교통 안전, 인포테인먼트 서비스에

활용하기 위해 활발히 연구되고 있다. 특히, 운전자 인터페이스 기술 중

음성 명령 인터페이스는 운전자가 핸들에서 손을 떼지 않고 차량 기능을

제어할 수 있어 안전성 측면에서 핵심 기술로 주목받고 있으며, 최근에는

네트워크 지연 문제를 해결하기 위한 엣지 AI 기반의 음성인식 시스템에

대한 연구가 활발히 진행되고 있다.[1][2]

차량용 음성인식 시스템관련 연구로 S. Bae 등은 FPGA에서 MFCC 전

처리와 이진화 신경망 기반 키워드 스팟팅 시스템을 구현하여 저전력 음

성 명령 인식을 달성하였다.[3] 하지만, 화자 인증 기능이 없어 누구의 음

성이든 인식하는 화자 독립 시스템으로 보안성이 부족하다. Y. S. Chong

등은 LSTM과 MFCC를 결합한 2.5μW 키워드 스팟팅 엔진을 제안하여

IoT 환경에서의 초저전력 음성인식을 달성하였다.[4] 하지만, 화자 인증

기능 없이 키워드 인식만 수행하여 보안 응용에는 한계가 있다. T. W.

Chen 등은 엣지디바이스에서구현가능한경량화자인증모델을제안하

여 1.31M 파라미터로 1.76% EER을 달성하였다.[5] 하지만, 음성 명령 인

식 기능 없이 화자 인증만수행하여차량제어 시스템으로의확장이 필요

하다. O. Ozturk 등은 엣지 AI 디바이스에서의 음성인식 플랫폼을 비교

분석하여 클라우드 접근이 불가능한 환경에서의 최적화 방안을 제시하였

다.[6] 하지만, MCU 기반 구현으로 FPGA 기반의 하드웨어 가속 효과는

분석하지 않았다.

따라서, 본 논문은 자율주행 차량에서의 음성 명령 인식과 운전자 본인

인증을동시에 수행하는 FPGA 기반 DTW 시스템을제안한다. 본 논문은

Raspberry Pi에서 MFCC 특징을 추출하고, Zynq-7020 FPGA에서 DTW

템플릿 매칭을 수행하는 구조를구현하여화자인증 및명령어 인식 정확

도를 검증하였다.

Ⅱ. 본론

본 논문에서는 음성 명령 인식과 화자 인증을 동시에 수행하는 FPGA

기반 DTW 시스템의 구조를 설명한다.

그림 1. 제안하는 FPGA 기반 시스템 구조

그림 1은 제안하는 FPGA 기반 화자 인증 및 음성 명령 인식 시스템의

전체 구조를 보여준다. 시스템은 음성 수집 및 특징 추출부와 DTW 매칭

부로 구성되며, 화자 인증과 명령어 인식의 2단계로 동작한다. 음성 수집

및특징 추출부는 Raspberry Pi 4에서 USB 마이크를 통해 16kHz, 16-bit

PCM 음성을 수집하고, MFCC 특징을 추출한다. MFCC 추출은

Pre-emphasis, Framing(25ms, 10ms shift), Hamming Window,

512-point FFT, 40개 Mel Filter Bank, Log, DCT를 거쳐 프레임당 13개

의 계수를 생성한다. 추출된 MFCC는 이더넷을 통해 ZedBoard로 전송된

다.

DTW 매칭부는 ZedBoard(Zynq-7020)에서 수행된다. 1단계 화자 인증

에서 사용자는 웨이크업 워드 "Alice"를 발화하고, 시스템은 등록된 화자

의템플릿과 DTW 매칭을 수행하여본인여부를 판단한다. DTW 거리가

임계값 이하이면 인증에 성공하고, 초과하면 비인가 사용자로 거부된다.

2단계 명령어 인식에서 인증된 사용자는 5개의 명령어("가자", "오케이",

"아니", "올려", "내려") 중 하나를 발화하고, 시스템은 각명령어템플릿과

의 DTW 거리를 비교하여 가장 유사한 명령어를 인식한다.

DTW 매칭은 Zynq-7020의 PL에서 Vitis HLS를 사용하여 하드웨어로

구현하였다. PS와 PL 간의 데이터 전송은 AXI 인터페이스를 통해 수행

되며, PS는 lwIP 스택을 사용하여 TCP 통신과 UART 출력을 담당한다.

화자 인증 성능 평가를 위해 등록 화자의음성 20개에 노이즈를 추가하여

100개로 증강하였고, 미등록 화자테스트를 위해 TTS로 다양한 음성 100



개를생성하였다. 명령어인식성능평가를위해각명령어당 20개의 음성

을녹음하고노이즈증강을통해명령어당 100개, 총 500개의 테스트데이

터를 생성하였다.

Ⅲ. 실험 및 결과

본 절에서는 제안 시스템의 화자 인증 및 명령어 인식 성능을 검증한다.

그림 2는 실험 환경을 보여준다.

그림 2. 실험 환경

실험 환경은 Raspberry Pi 4에서 MFCC 특징을 추출하고,

ZedBoard(Zynq-7020)의 PL에서 DTW 매칭을 수행하는 구조로 구성하

였다. Raspberry Pi 4에 USB 마이크를 연결하여 음성을 수집하고, 이더

넷을통해 ZedBoard로 MFCC 데이터를 전송한다. ZedBoard는 UART를

통해 PC에 인식 결과를 출력한다.

실험은 세가지항목으로구성된다. 첫째, 등록화자 인증 정확도 측정을

위해 등록 화자의 웨이크업 워드 "Alice" 음성 20개에 노이즈를 추가하여

100개로 증강한 후 인증 성공률을 측정하였다. 둘째, 미등록 화자 거부율

측정을 위해 Edge TTS를 사용하여 9종의 서로 다른 한국어 음성으로

"Alice"를생성하고, 총 100개의 테스트데이터에 대해거부율을측정하였

다. 셋째, 명령어 인식정확도측정을위해 5개의명령어각각에대해 20개

의 음성을녹음하고노이즈증강을통해명령어당 100개, 총 500개의 테스

트 데이터를 생성하여 인식 정확도를 측정하였다.

그림 3. 실험 결과

그림 3은 실험 결과를 보여준다. 등록 화자 인증 정확도는 등록 화자가

웨이크업워드를 발화했을때 시스템이정상적으로 인증한 비율로, 100개

의 테스트 데이터 중 95개가 인증되어 95.0%를 달성하였다. 미등록 화자

거부율은미등록 화자(TTS)가 웨이크업워드를 발화했을때시스템이정

상적으로 거부한 비율로, 100개의 테스트 데이터 중 92개가 거부되어

92.0%를 달성하였다. 명령어 인식정확도는발화된 명령어를 시스템이 정

확하게 인식한 비율로, 500개의 테스트 데이터 중 457개가 정확히 인식되

어 91.4%를 달성하였다. 본 실험결과는 제안시스템이 차량 환경에서 화

자 인증과 음성 명령 인식을 효과적으로 수행할 수 있음을 보여준다.

Ⅳ. 결론

본 논문에서는 자율주행 차량 환경에서 음성 명령 인식과 화자 인증을

동시에 수행하는 FPGA 기반 DTW 시스템을 제안하였다. 제안 시스템은

Raspberry Pi에서 MFCC 특징을추출하고, Zynq-7020 FPGA에서 DTW

템플릿 매칭을 수행하는 분산 구조로 설계하였다. 실험 결과, 등록 화자

인증 정확도 95.0%, 미등록 화자 거부율 92.0%, 명령어 인식 정확도

91.4%를 달성하여 제안 시스템의 유효성을 검증하였다.

향후 연구에서는 본 음성인식 시스템을 트리거로 활용하여 내비게이션,

공조 제어, 인포테인먼트 등 운전자 맞춤형 서비스를 통합 제공하는 차량

용 하드웨어 플랫폼으로 확장할 계획이다.
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