ERP Fdlu} )2 2 22 ¢
3QlFd 718t MY B I
359, AAY, FA7
LR

woow(0708@dgu.ac.kr, kimjilnet@dgu.ac.kr, skyoum@dongguk.edu

5lS ¢33k E2P o8 % HA & ¢ VICReg 2%

Improving Captioning via Overlapped E2P Preprocessing and VICReg-
Regularized Fine—-tuning for ERP Images

Woo Seung Woo, Ji Won Kim, Youm Se Kyoung
Dongguk Univ.

L =& ERP 7|9k spgju} ojujx] o] =4
Equirectangular—to—Pinhole(E2P) th& H W3y <oF H

A S Al Aetetr] Y3 Auto-Regressive A4

o W =

R R

I.A &

gheglal oluxl= =3 oF 360°, 47 FHu] 180°¢]
B2 32hs At 2REA 2ulEZ FoA &89
g ok 28y Fdxegvls FH A AE ARE
=24 © ¥ (Equirectangular  Projection, ERP)O.=
Asts AN FH FAY HFS FRkstH, ol
dukol 2D ojulx] EXE 7[R Az 2do xd

sherell Eelshl Agh.

3H,  AZ-9lo]  ®Yl(Vision-Language Model,
VLM)2  ojvx] M-S ¥t st dERd

A A = FAEES Holy w2A A [3,
4] agoel®= &Fatal, dheghul olw]X]= ERP 5o
=1 g3 A9 AZ%A(Continuous Spatial Context)
A2l olggo=Z <lal VLM 7|¥k A dola] &go)

AgA ol  71E AFlME ERP WA E
FB W (Cubemap) o2& Wgtale] A gdsE  Ho)
AtEo] gkor} o] WA un-gwel AHE s
ALy Few mEHSI|HT oy e BEdd
F(ViewZ #alste] 59402 Aste o] 9o,
v-ghete]  HE wegs FEI| WEgER] £

Ayt oz Faw 76k A v BHE onx =
Aelahs oo At dAE e

wabs] B A= ERP 7)HF ghegwl o]n| A7} zt=
A7 {24 EAE Ssbstar, Ao WS BES A
VLM ¢} olux] MY Fo& FIA717] 97
A Qrgtrt,

=

L=l

.

o g2 slx-gul ojux|o] A3t

] 2FS-

=2

ojm ]

VLM

Vision Encoder —  Resampler
'
'
'
'
Text '
T
'
'

Embedding
'
;
VICREG Loss

WT1

J1ake uondafoig

Caption

AR Loss

Figure 1: VLM Training Method Overview

R R

T

AAsAY. VLM

= [e]
545

T o
Y™ H(pinhole view)®Z TA}SH=

<

& VLM[3]1¢
Z A

s}

H] &

===

T=

)

Ak

e}

oA FA W} shztd
e gue andon &9
Ax oz ahte] Ao
S R
Q= ME e =

d4=9

el

TEE
el
SIEAs k=4

R8s

o

A)
=

L3l UgE H(view set)=



glom, AnRAow A9 were] wAsE $A FA)

I/L_‘:_l;]_

= - .

oelg wA EAE fas) A8 aW # 0
W Overlap) =3l 2 #7F 4 W&o F%
98 FHAmS FAUT ewe B AAdlAel
H KN Tﬁ KN
2=
1=

. ozl g

) F247 AL 139 ‘”ﬁﬂr’“"
¥ Auto-Regressive(AR) A4
7 VICRegl4] 71+ Aarst &42&  ZH3bsto
5} VICReg 7] &4&  ou]x|
dAG EH F5) dAe gt 2t JEE
3} o AT ERIAES F=3k3, AR
E4e Y EZAAEE bR JdzgE ¥t

A

= Fto o

>

> 2

oX L o X O B Py oft (L 1% X of to

off 24 o ofo M| 2

E2P (Overlap 50%)

Figure 2: E2P-Overlap Method
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Table 1: Results in QUIC-360
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