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Metrics
Precision Recall F-score
Data
Modern 0.8727 0.8164 0.8438
SMD
Multi 0.8729 0.8201 0.8457
Modern 0.9574 0.9033 0.9296
SWaT
Multi 0.9604 0.9193 0.9394
Modern 0.9864 0.9326 0.9587
PSM
Multi 0.9875 0.9453 0.9653
Modern 0.8959 0.7493 0.8161
MSL
Multi 0.8966 0.7518 0.8182
Modern 0.9081 0.5593 0.6923
SMAP
Multi 0.9082 0.5629 0.6953

H 2 DEY Oi2t0ly o o O|MEX| HS(F-score)
Model Multi Single

(Ave) Modern 4 heads head
Data (0.8481) (0.8528) (0.8429)
SMD 273K 291K 347K
SWaT 8.26M 8.49M 9.12M
PSM 4.27TM 4.70M 8.86M
MSL 102K 103K 105K
SMAP 2.24M 2.31M 2.48M
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