DSP PackingS 83 Edge FPGA 7]%F Neural Network 7}&3F 9+

2 2~
o], 99k

El

x ﬁr,Hﬁ-

2

2chang0906@skku.edu, *wansu.lim@skku.edu

A Study on DSP Packing-Based Neural Network Acceleration for Edge FPGAs

Lee Changgeun, Lim Wansux*

Sungkyunkwan Univ.

B =R E edge FPGA 874 AR 7148 93 DSP 1Y &8 3-8 22 02 DSP packing 719+ G4 722
Aorete}, & gy 7|0k AFA T Rde yE FAl Aol s Aol F43] ket 9loH, AldhE XP%% 7=
edge 37l M = DSP &4 S&0| A4 Aes 248k I 842 Agdth a2y HLS 714 FPGA AA &4 dA =

Fl

Gt A4 HEE A0 2 DSP ARG THAE 7S] o dAZF EAlg. o) & sl Es] sl & @?Oﬂ e
7N Vé‘?:l A4 L*Ja afte] DSP w4l A4te® ZAjteh= DSP packing 71HS A-&3k4ith 53] QeAls 29 4
S5 Trgste] INTAXINTS % INTAXINT4 H41& tide= HLS 7|9 2de 9 4 S St Akst 7204
A9 7HS unsigned o8 WHEF 5 HE S packingS Fd @Y FACE F Y F4 AHE AAE L HE
22z 9 BA XS Z3 U9 signed & BYsich HLS 34 A3, DSP packingS 483 AAY T-2E baseline
INT8XINT8 T-Z tH] DSP A& ARto 2 ZAAATHAE A AAE AR 502 X8 o 2st A= A

k3t DSP packing 71 o] AHle] 4% edge FPGA 404 Yztste 217 L F2S goHow 7]~L0}7] A3 AA 71
o] & $ 9l&& HoEr

rﬂm

O

r

Agsh= Z0] oty

A2 Qe 71w ABA% B9 Ao} A2, AFE M 5 e it
Bopo A 9228 =S Holn Eyl7] B85 T g} o]gst mae] of WA UHOE ARFORA DSP ARG FE A0 ATl Ae
Mo A&A 0T Zrkeha Qom, B3 aY FAl QAo Ax ik T A olE EH AlgtE DSP A& ZH= edge FPGA 37404 =
o RS A SR WA QLR AU 9, AN Aeg g Y W TEAR] Al Fhe T Helath Sekld]

% o] QTHE edge BANAE ATA Sh=glo) A oA 27
% 2ee B8Mow £t Ao 28 2 oFun g L EE

=
FPGA= W& A2 729 A8 38 SuoA A% 7M1z 284 & d79AM= edge FPGA €794 21747 A4ke] DSP A4 28
3 A AUEE Adsl EAs] fal, HLS 71wte B &9 3% 34(GEMM) 73S &

3, A8 Ao dele BRE AT S lths A edge 40l 4 Wta $A ARE wusigith 18 FEAM P 4 EdaE
e 7pE7 2 T gk el edge FPGAh AEE FPGAS] B 7]k e diti e w4l MAC ditoz v, 53] Aldd
& 748 Aol Ao, diit FE w4 7] deAls dike 2 AS Zhe edge FPGAOI A= DSP AHS: E&o] 453} fA4 ke 2 9
ﬂ%i Agatrlele A F5 2AE 24T 5 Qlth o] FAME W TS vtk & AFelA AE Ade 1 7] B ditew
b ate] F2 ujgE s DSP 8B5S A A% ASS AT Crpe v = Arux rx X Brix ry 389 @8 F die 5
A AR, DSPE drbt aaHo® &8sl edge FPGA 71 gy agio) = TM = 16, TN = 16, TK = 642 334910,
AL 7k s RS TAT A4R AL % Ade 18 520 16x 64 427 64x 16 A F& 53
SHAIRFHLS 71 FPGA A7 7 M= whirs] At vESS Foly
% DSP ARg-EFo] aAlEo 7 7HAsHA &= 7
stz 2t 54 Aake %%z DSP &
oz A Aake] 4 16}54101 Al dzho.z o]ojAA]
Stk 53] edge FPGA #7014 olelgk @417k DSP }% U2 4
Ago], WA Aad Aot S AT 2R A3
2 %E A= o2l &A1 S 2alk7] S3l, edge FPGA $74914 217

Axte] DSP Akl &5 FA717] 9138 DSP packing 71 71

1 o

(il
g
).
%0,
o
rr

o —I-

o

) >l’

3

=3

16 x 16 =9 B9 Axtgth i oA 2H, &9 =3
26709 942 FAEY 72+ e 640 FAE Faks Sy
g A 229 F FA-F2HMAC) % 16 X 16 X 64 = 16,384
3lojt}, B =ioA Wadh= latencys= ©]2 3 EFY ©9 GEMM A4
& 13 Adgste d 28HE Atoln, AAl AT FRA = o9k &
& Aol wiEHow sEEo] A PE ¥ diE T



1. HLS 2td Zo (cleks A=

Y AtSEE Hah

&1} DSP packingoll ot

i

Packing DSP | LUT FF | Latency
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int4xint4 (DSP pack) 128 | 25385 | 16433 | 670ns
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