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요 약

벼 생산량 감소에 주된 요인 중 벼 도복은 벼의 생육 및 발육기에 발생하는 흔한 생리적 장애로, 벼 도복으로 인해 벼 이삭에
싹이 트는현상인수발아피해가발생하여벼의수량과미질에큰 영향을제공한다. 벼 도복 발생률의객관적 측정을위해서는
검사자 그리고 피검사자의 주관이개입되지 않고 판독의 근거가되는 데이터를 입력하면 판독결과물을 출력하는 블랙박스와
같은형태의기술이필요하다. 이러한시스템을구현하기위해서는딥러닝경량화모델을이용하여임베디드 보드내에서영상
을 입력받으면 도복률을 계산하여 출력하는 방식이효율적이다. 본 논문에서는 실제임베디드 보드환경에서 분할알고리즘을
운영한결과를 도출하여벼 도복률 산출의모바일 블랙박스화가능성에 대한 검증을실시하였다. 성능 비교를 위해 MobileNet
version 1부터 3까지를 backbone으로 하는 U-Net과 LR-ASPP구조를 가지는 모델 5가지를 구성하여 비교하였다. 최종 결과
MobileNetV3_LR-ASPP (small)이 4.98초로 가장빠른 처리 속도를 보였벼 도복율 산출의 블랙박스화가능성을 입증하였다.

Ⅰ. 서 론

벼 생산량 감소에 주된 요인 중 벼 도복은 벼의 생육 및 발육기에 발생

하는흔한생리적장애로, 품종특성, 재배 기술, 시비량, 물 관리, 재배방법,

재식밀도, 병해충, 그리고집중호우나태풍과같은 기상조건과밀접한관

련이 있다. 벼 도복으로 인해 벼 이삭에 싹이 트는 현상인 수발아 피해가

발생하여 벼의 수량과 미질에 큰 영향을 제공한다 [1]. 벼 도복 발생한 위

치와 면적 등의 정보를 신속하고 정확하게 분석하는 것은 벼 재배재해평

가, 농업재해보험, 정부의재해관리대책, 이에 따른보조금지원등에중요

한 근거가 된다. 벼 도복 피해 분석을 위한 전통적인 방법은 일반적으로

광범위한전문 지식과경험이요구되는조사원을 파견하여실시하기때문

에 주관적인 경향이 있으며, 조사에 많은 시간과 인력이 투입되는 문제점

이 있다.

기존 연구들은 분류또는분할기술을 이용하여영상 전체에나타난 도

복 특성을 분석하거나 수동으로 구획화한 특정 부분의 도복 특성을 분석

하는 방식으로 검출결과를 출력한다 [2-4]. 영상 전체를 분석하는 방법은

특성 분석 이후 관심 분석 필지를 수동으로 구획화해야 하며, 분석 전 수

동으로 구획화하는 방법은 효율성이 떨어지며 두 방법 모두 수동 구획화

하는 과정에서 주관적인 견해가 포함되어 도복 분석의 객관성을 훼손할

우려가있다. 벼 도복발생률의객관적측정을위해서는측정알고리즘성

능의우수성뿐만 아니라검사자그리고피검사자의 주관이개입되지않고

판독의근거가 되는데이터를입력하면판독 결과물을출력하는블랙박스

와 같은 형태의 기술이 필요하다. 이러한 시스템을 구현하기 위해서는 딥

러닝 경량화 모델을 이용하여 임베디드 보드 내에서 영상을 입력받으면

도복률을 계산하여 출력하는 방법이 효율적이다.

따라서 본 논문에서는 실제 임베디드 보드 환경에서 분할 알고리즘을

운영한 결과를 도출하여 벼 도복률 산출의 모바일 블랙박스화 가능성에

대한 검증을 실시하였다.

그림 1. 완전 자동화된 벼 도복률 산출 과정
Ⅱ. 본론

그림 1과 같은완전자동화된벼 도복률 산출을 임베디드 보드의연산자

원으로 처리할 수 있도록 deep neural network segmentation 모델을 차

용하였다. 자세한 구조는 그림 2, 3과 같이 MobileNet을 백본으로 하는

U-Net과 LR-ASPP구조이고, 기존 deep neural network segmentation

모델의 입력영상의 가로, 세로 크기인 224×224를 대체하여 1,920×1,280

크기의 영상을 분할 없이 한번에 처리 할 수 있도록 model parameter를



연구 방향에 부합하도록 수정하였다.

제안된 의미론적 분할 모델은 'MobileNetV1-UNet' (MobileNetV1 백

본에 U-Net segmentation head를 결합한 모델),

'MobileNetV1-LR-ASPP' (MobileNetV1 백본에 LR-ASPP large

segmentation head를 결합한 모델), 'MobileNetV2-LR-ASPP'

(MobileNetV2 백본에 LR-ASPP large segmentation head를 결합한 모

델), 'MobileNetV3-LR-ASPP (small)' (MobileNetV3 백본에 LR-ASPP

small segmentation head를 결합한 모델), 그리고

'MobileNetV3-LR-ASPP (large)' (MobileNetV3 백본에 LR-ASPP

large segmentation head를 결합한 모델) 5가지이다. 모델은 Adam 알고

리즘을 사용하여 훈련되었으며 learning rate은 MobileNetV1-UNet은

0.001, MobileNetV1-LR-ASPP, MobileNetV2-LR-ASPP,

MobileNetV3-LR-ASPP (small), MobileNetV3-LR-ASPP (large)는

0.00005, mini batch 크기는 2, 학습 반복은 200 epochs로 설정하였다.

그림 2. MobileNets 각 버전별 블록 구조

그림 3. U-Net, atrous spatial pyramid pooling (ASPP), lite residual ASPP (LR-ASPP)의 기본 구조
모바일 운용 잠재성을 알아보기 위해 다섯 가지 모델 각각의 파라미터

개수를 비교하고 임베디드 보드 Raspberry Pi 4 에서의 도복 영상 한 장

당 처리 시간인 latency값을 측정하였다. 표 1은각 모델별 파라미터 개수

를 기록한 결과이다. U-Net 구조를 가지고 있는 MobileNetV1_U-Net 모

델이 다른 모델과 비교하여 파라미터의 개수가 압도적으로 많은 것을 볼

수 있다. 다섯 가지 모델 각각을 6-fold validation을 위해 데이터를 바꿔

가며 6번 반복 학습하였다. 따라서 표 2는 다섯 가지 모델 각각의 평균

latency 값을나타낸다. 다섯가지 모델모두 Raspberry Pi 4의 CPU에 로

딩이 가능하여 임베디드 보드 상에서 분석 결과를 낼 수 있었다. 다섯 가

지 모델 중 모델 MobileNetV3_LR-ASPP (small)이 4.9844초로 가장 빠

른 처리 속도를 보였다.

모델 명
비학습 

파라미터 
개수

학습 
파라미터 

개수
전체 

파라미터 
개수

MobileNetV1-UNet 7,820,547 3,230,784 11,051,331
MobileNetV1-LR-ASPP 1,745,862 14,976 1,760,838
MobileNetV2-LR-ASPP 568,102 16,384 584,486
MobileNetV3-LR-ASPP (small) 203,782 4,880 208,662
MobileNetV3-LR-ASPP (large) 822,182 11,408 833,590

표 1. 각 모델별 파라미터 개수

모델 명 Latency (초)
MobileNetV1-UNet 17.9806

MobileNetV1-LR-ASPP 8.2923
MobileNetV2-LR-ASPP 9.8714

MobileNetV3-LR-ASPP (small) 4.9844
MobileNetV3-LR-ASPP (large) 9.4764

표 2. 임베디드 보드에서의 데이터 처리 속도

Ⅲ. 결론

논문에서는 실제임베디드 보드환경에서 분할알고리즘을 운영한 결과

를 도출하여 벼 도복률 산출의 모바일 블랙박스화 가능성에 대한 검증을

실시하였다. 성능 비교를 위해 MobileNet version 1부터 3까지를

backbone으로 하는 U-Net과 LR-ASPP구조를 가지는 모델 5가지를 구

성하여 비교하였다. 최종 결과MobileNetV3_LR-ASPP (small)이 4.9844

초로 가장 빠른 처리속도를 보였다. 본 연구 결과는 벼에 대한 대규모도

복 모니터링과 정확한 도복 발생률 산출을 위한 효과적인 방법을 제공할

수 있으며, 벼 재배, 국가 보조금 지원, 농업 재해 보험 청구 분야에서 객

관적인 의사결정 지원을 제공할 수 있음을 보여준다.
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