MRC & RL 7|4t R}-2-%3) x}=F wil2 £38 A3
A,

Lo

-8 Hlf +

gt Folst
merrycho2003@hufs.ac.kr, hongbae08@hufs.ac.kr

Intersection Passage Optimization for Autonomous Vehicle Systems Using MPC & RL

Seo-Kyung Chox,

Hong-Bae Jeon=*

Hankuk University of Foreign Studies

a9

B LR oF 85 948 el AHesa A We

O v o

—oa

T2o)A Al 9

L WAl E3) 8RS A Aslsls BorS FASHL 71&

Al2= 718t £4] ¥hAlat 8] wsted, Model Predictive Control (MPC)at Reinforcement Learnlng (RL) 7]‘* Kﬂ(ﬂ e 2 7474 Eﬂo}ﬂ g BAs)

Gick. SUMO Algelole] #73olA] 59 27102 Aale 24 Ak MPCE
ol 7 £ 48 71Zalk g A0S 59 MPCE Qi) £41 BAtRL QAHQ 15 @740, RLE AXIHQ)

2uvuw

Heft 5
77} gabolel AAES EE810

I.LAE

AP o] 534l Al AR R S| [1] AFe30Y 71e-2 whar] Erlst
LoV}, WALZ QL -2 EAISE AMol|A = 71&E Al S At QI 2R 2] 7]
YO 2 5} 2 F-g/do] ARt YA R-&328 -8 &= =0 Zh2 Al
£ 5, 3L AS Aol AeRdd A8 Als A2 71EY UE s AAE
5ol a87do] 57Kl &Rl 4 Tt 2], B =2olie H A-&53)
S92 716k, 71E S Ae5d) S a e s gle wAlE 53
Ag FAgels 22 SEE L ol ol ARF ¢ B4
(vehicle-to-vehicle (V2V) communications)S 7|8+0 2 &t 3= zsy b

AlS 712 Als AAIRF 825k, Model Predictive Control (MPC)z}
Reinforcement Learning (RL) 7]8F ¢ 172]&5-& 77t A 8510 & 24
ek, g0 AL Vav7Jut @ o] 71E ALE AR} mAlR 58S

19 2 MR, MPCE}RL 21249) A}3} 4i50] of = A=elxlo] glck

I. 28

A AR 28] it &9 Alofez s, & w==olde SUMO

(Simulation of Urban MObility) A|&2]|0]E]S &85}t [3] A& Ad &F

7 7= Fig. 13} 2t
A1 A9 | A=dYg AAg
=R A o Sz 2244 4_7%?4 i_'i}i -
(/A3 1344, 987 13}4)
ﬁ?r A& | 50 km/h
A% 27 | A% AzE | 5E(300%)
A 5 3004
Fig. 1 2xj2 A9 &7 4%

Fig. 19] A%< vglog B =RojA=
3 Aol sl MPC [4]2t RL [5]&

N3E 8l MPC, RL 2 12)58 A

BALRAIN AFe R Al &
zQ orpg|zo g MAsI: 7|E
a3t Aslo] At ks 2t

Hat 7] ARR Sk AR SR0N St Adee B RL° A

ERERTE LR

AEe= Ot Zo] 2730k AR, A A2l% (Throughput) Alg]
ol 59 WAIRE Fudt A[FQ| £ tlpE, AfHo] 2205 AR Y
o 42 Ajgo] wXI2E wEA F3iSS 9ujsty, ole wF AAY
2 Aol 58442 wgsit M ¥ S AP (Average

=oe
Duration)&- &l2o] wAk2o] K19ls}e] WAILLQ K] 4 Q%] B AR}
02 AFE o BAS Wik J1F0] Ak AW, HE O] AR

(Average Waiting Time)2 wAt2 X1 Aof| Als tf7|u} A& 2 Qs A
Aol U9 B ARIOR, AR $a AARo] AlgAu A8t Holy
ol BAR 7} FR0|ck

ARt S BIEeR Al 7R 9ol Hish AdE 4985k A}, A1 A
et W Bt U op) AR 77} Fig. 2-33 29k
A Ne|F
(CHy 190
W Yz3 7|
1897 B MPC 7|
1804 179 =
B RL 7|8
175
170
165 162
160-|
155-]
150~
*E2rE 45 2%

Fig. 2 RFF A3



Yz Sa/Th7| Azt
() 100
90.94 | EeNk=2=ally
H
80 7517 B mpC 7|t
B RL 7|8
60—
43.27
40 36.79
26.28
20.32
N I ’_‘
0_
"o Sk A2t " Th7] A2t

Fig .3 < & 2 di7] ARt

MPCE 7| ALZS WAl vl 232 o) B o] AL, B 53 A2,
Al Aelol RE AmolA P9 2nke Btk S8 B o] Aol
o 5.96% 2911, Ba} ARRKS vl olst ZAgion], Al A 17
o) $59ick. ol MPCY] o4 714 @4 Aot BRK2 U Af 522 AA)
Hoz 33 A AR dofic

¥, RL WA A 74 A 5 b i
Aok, W3 o] Alzlo] 90.94%2 71 Zojxl Sio] Slelgict. ol
RL oo HES} 24 7o) et AR Aefake Acjelehes shastaA,
A o] o] AR SPYsHe A M| thRoe sjEct

4 BRI A 09I B8] k. 9 RLE i}% A
sfofo} st 54 4%, o2 ol olIE F2 Kot 2o| F g
£7h Aol SR, 2% &jate] 1 o] ARMS: Zasfop she
trade-off7} Zxfstct.

2 EOﬂH% A5 Al wALR 53 58-S %0171 9ol MPCOFRL
2712 S5 7SR YA ol BAStoick ST BN Al 7
413 5710 2 MPCE B S| RIS B Aol 71 940
2 591 RLL Al A2lg ZHox 714t =2 ke 712351900t Ald A},
MPC= & 7[Rt Alots &3l BAIE Aaslstl HA] 1 555 w9
o7 x5k o ZapEolck. uiel RLS 2 Alge] of7] ARKS: 8]t

ol

O, AR Al Hejae Stk Hke s 4 k. 5, mAlz
2 92j0] Afefe} Iopelalx] B3} 3 ] ARE AR el A
# Ao} WAl Helsl Zlo] Fastet web MP % &y axjen o

S~

POl W8 JEAY 39 A9 553 o
ol Sgetol, RLE oMIE $2 K30} 2ol oewxqzi e A9

HEold o ZURY 4 9k

o)

|

A

1)

ACKNOWLEDGMENT
2 7 202550 FraelTolcfeli mUATA|UAIY Aldo] slof
o

2o} 219

o2k
kel
Mo
ek

[1] H.-B.Jeon et al., “Free-Space Optical Communications for
6G Wireless Networks: Challenges, Opportunities, and
Prototype Validation,” IEEE Communications Magazine, 61(4)
pp. 116-121. 2023

[2] B. Kang et. al.,
CommunicationSystem Under a High-Speed Driving,”

“Performance Evaluation of V2X

Journal of Korean Institute of Communications and
Information Sciences, 42(5), pp. 1069-1076, 2017

[3] Eclipse SUMO. (n.d
https:

.). SUMO Tutorials.
sumo.dlr.de/docs/Tutorials/index.html

[4] F.Mohseni, S. Voronov, and E. Frisk, “Deep Learning Model
Predictive Control forAutonomous Driving in Unknown
Environments,” in Proc. [FAC-PapersOnLinevol. 51, pp. 447
=452, 2018.

[5] A.Folkers et al., “Controlling an Autonomous Vehicle with
Deep Reinforcement Learning,” in Proc. IEEE Intelligent
Vehicle Symposium (IV), pp.2025-2031, 2019


https://sumo.dlr.de/docs/Tutorials/index.html

