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PPL(DPO) NEG_P(SFT) | NEG_P(DPO)

Human 1027.69 0.36(chosen) / 0.87(rejected)

Kanana-2.1B 22.65 0.63 0.02

Kanana-8B 18.19 0.63 0.03

KORMo-10B 32.58 0.63 0.14
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