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요 약

대규모 시각-언어 모델인 Qwen 2.5-VL과 같은 최신 SOTA 모델은 전문 지식 분야에서 획기적인 정보 검색 능력을 제공하지만, 고비용의 고성능
GPU 자원를 요구한다. 본 논문은 이러한 하드웨어 제약을 극복하기 위한 VLM-RAG 파이프라인의 최적화 방법론을 제시한다. 실험 환경은 Google
Colab의 무료 T4 GPU(VRAM 16GB) 환경에서 Qwen 2.5-VL-7B 모델을 4-bit 양자화(Quantization) 기법을 적용하여 모델 가중치를 압축함으로써
성능 저하를 최소화하면서도 모델을 저사양 GPU 메모리에안정적으로 로드하였다. '구석기시대고고학사전'이라는 전문적인도메인데이터에적용된
RAG 시스템의 가장 큰 장점은 대규모 VLM의 고질적인 문제인 환각 현상(Hallucination)을 근본적으로 억제함으로써 '가로날도끼', '각추상석기' 등
특정 유물에대한출처 기반의정확하고신뢰할수있는도메인 특화지식을제공한다는것이다. 본 연구는저사양 GPU 환경에서 최신대규모 VLM을
활용하여 전문적인 도메인 데이터에 RAG를 적용하여 성공적인 결과를 도출하였다.

Ⅰ. 서 론

유물의 형태적 특징과 출토 정황, 연대 측정 데이터 등 방대한 텍스트와

이미지정보가 유기적으로결합된고고학은고도의 전문성을요하는복합

적인 학문 영역이다. 실제로 '가로날도끼(Cleaver)'의 경우 1930년 앙리

브레이유(Henri Breuil)에 의해 용어가 정립된 이후 , 틱시에(Jacques

Tixier)나 보르드(François Bordes)와 같은 연구자들의 관점에 따라 제작

기법과 형식 분류가 판이하게 달라지는 등 정밀한 도메인 지식이 필수적

이다[1]. 하지만 범용 학습 데이터에 의존하는일반적인대규모언어모델

(LLM)은 이러한 미세한 학술적 맥락을 구분하지 못해 부정확한 정보를

사실인 양 생성하는 환각 현상(Hallucination)을 빈번하게 노출한다. 이를

해결하기 위한 대안으로 외부 지식을 참조하는 검색 증강 생성(RAG) 기

술이 대두되었으나[2], Qwen 2.5-VL과 같은 최신 SOTA(State Of The

Art)급 시각-언어 모델(VLM)을 운용하기 위해서는 통상적으로 A100이

나 H100급의 고비용 고성능 GPU 인프라가 요구된다. 이러한 물리적 하

드웨어 제약은 예산이 한정된 인문학 연구 환경이나 개인 연구자들의 최

신 AI 기술 접근을 원천적으로 차단하는 진입 장벽으로 작용하고 있다.

이에 본 연구는 범용적인 Google Colab의 무료 T4 GPU(16GB VRAM)

급 환경에서도 최신 VLM을 원활히 구동할 수 있는 4-bit 양자화 기반의

경량화 파이프라인을 제안하고, 실제 '구석기시대 고고학 사전' 데이터를

적용하여 저자원 환경에서의 고성능 RAG 시스템 구축 가능성과 그 효용

성을 실증적으로 규명하는 것을 최종 목표로 한다.

Ⅱ. 관련연구

시각-언어 모델(Vision-Language Models, VLMs)은 대규모 텍스트-이

미지 쌍을 사전 학습하여 시각적 특징과 언어적 맥락을 통합적으로 이해

하는 방향으로 진화해 왔다. 특히 최신 모델인 Qwen2.5-VL은 기존

LLaVA나 CLIP 기반 모델들이 가졌던 고정 해상도 입력 방식의 한계를

극복하고, 입력 이미지의 비율에 맞춰 동적으로 토큰을 할당하는 Naive

Dynamic Resolution 기술을 도입함으로써 고고학 이미지의 미세한 형태

적 특징이나 텍스트 정보를 손실 없이 분석할 수 있는 강점을 지닌다[3].

그러나 수십억 개의 파라미터를 보유한 SOTA급 VLM 모델을 제한된

GPU 메모리 환경에서 구동하는 것은 여전히 계산 비용 측면에서 도전적

인 과제이다. 이에 대한 해결책으로 제시된 모델 경량화 및 양자화

(Quantization) 기술은 모델의 가중치 정밀도를 낮추어 메모리 요구량을

감소시킨다. 특히 Dettmers et al.(2024)이 제안한 QLoRA 연구의 핵심인

NF4(NormalFloat 4-bit) 데이터 타입은 신경망 가중치가 0을 중심으로

하는 정규 분포를 따른다는 점에 착안하여 설계되었다[4]. 이것은 기존의

균등(Uniform) 4-bit 정수형 방식보다 양자화 오차(Quantization Error)

를 획기적으로 줄이면서도 FP16(16-bit Floating Point) 대비 약 4배의메

모리효율성을제공한다. 본 연구는이러한선행연구들의기술적토대위

에서 BitsAndBytes 라이브러리를 활용한 4-bit 양자화 파이프라인을 구

축함으로써, 고비용 인프라 없이도 고성능 VLM의 추론 정확도를 보존하

는 실용적 최적화 방법론을 채택하였다[5]..

Ⅲ. 시스템 설계 및 구현

본연구의 실험환경은 Google Colab 플랫폼이 제공하는 NVIDIA Tesla



T4(VRAM 16GB) GPU 상에서 구축되었으며, 기반 모델로는 Qwen2.5-

VL-7B-Instruct를 채택하였다. 실험 데이터로는 구체적인 유적 설명과

이미지가 포함된 고밀도 문서인 '한국고고학전문사전(구석기시대 편)'을

사용하였다. 고용량 PDF 처리 시발생하는기존로더의속도저하문제를

해결하기 위해, 텍스트 레이어를 고속으로 추출하는 PyMuPDFReader를

전처리단계에도입하여데이터로딩시간을단축하였다. 특히 T4 GPU의

16GB 메모리 제약을 극복하기 위해 BitsAndBytes 라이브러리를 활용한

4-bit 양자화(Quantization)를 적용하였다. NF4(NormalFloat 4-bit) 데이

터 타입과 이중 양자화(Double Quantization) 설정을 통해 15GB 이상을

점유하던 모델 가중치를 약 5~6GB 수준으로 압축함으로써, 제한된 자원

내에서 RAG 검색과 컨텍스트 처리를 위한 필수 메모리 공간을 확보하였

다. RAG 파이프라인의 검색 단계에서는 다국어 처리 성능이 우수한 intfl

oat/multilingual-e5-large-instruct 모델을 사용하여 고고학 전문 용어의

의미론적벡터를 생성하였으며, 코사인 유사도(Cosine Similarity)를 기반

으로 질의와 연관성이 높은 상위 3개의 문맥을 추출하여 Qwen 2.5-VL

모델이 최종 답변을 생성하도록 설계하였다..

Fig 1. Flowchart of VLM-RAG System

Ⅳ. 실험 및 결과

본 연구에서 제안한 최적화된 RAG 파이프라인의 성능 검증은 질의응답

의정확성과시스템자원효율성두가지측면에서수행되었다. 먼저정성

적 평가를 위해 수행된 "가로날도끼의 특징" 질의 실험에서, 모델은 해당

유물이 전기 구석기시대 아슐리안 문화 단계의 산물임을 식별하고, 틱시

에(Jacques Tixier)의 기술적분류 기준인 '잔손질이 없는자연 상태의날

'이라는 핵심 정보를 정확하게 인출(Retrieval)하였다. 나아가 범용 모델

이놓치기쉬운칼람보폭포유적의실증적사용흔적과브레이유, 보프레

이 등 주요 연구자들의 이론적 배경까지 문맥 정보에 기반하여 생성함으

로써 도메인 특화 지식의 전달력이 입증되었다. 시스템 성능 평가에서는

4-bit 양자화(Quantization) 기술을 통해 모델의 GPU VRAM 점유율을

약 10.5GB로 제어하여, 16GB 메모리를 가진 Colab T4 환경에서의 안정

적인 구동을실현하였다. 특히데이터 전처리단계에서 PyMuPDFReader

를 적용하여 기존 방식 대비 인덱싱 대기 시간을 15분에서 수 초 단위로

단축하는 속도개선을 달성하였으며, 평균 15~20초의 추론 시간은 실시간

대화에는다소한계가 있으나고심도연구분석용으로는 유효한수준임을

확인하였다.

Ⅴ. 결론

본 연구는하드웨어 제약을극복하기 위한 VLM-RAG 파이프라인의최

적화방법론을 제시하였다. Google Colab의 T4 GPU(VRAM 16GB) 환경

에서 Qwen 2.5-VL-7B 모델을 4-bit 양자화(Quantization) 기법을 적용

하여 모델 가중치를 압축함으로써 성능저하를최소화하면서도 저사양 G

PU에 안정적으로 로드하였다.

'구석기시대 고고학 사전'이라는 전문적인 도메인데이터를 PyMuPDF
기반의 고속 데이터전처리 RAG파이프라인시스템을 구현하여 하드웨어
자원의 제약을 극복하고 효율적인 결과를 도출하였다.
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질문: 가로날도끼의 특징과 이것이 처음 발견된 곳에 대해

설명해줘.

답변:

가로날도끼는 전기 구석기시대 아슐리안 문화 단계에서 많

이 제작된 연모입니다. 이 도구는 끝에 날이 있으며, 사용

중에 으스러진 자국을 제외하고 날은 잔손질하지 않은 자연

상태라고 정의됩니다. 격지의 밑면과 격지 윗면이 만나서

날을 형성하기 때문에 격지를 이용해서 만든 것만 가로날도

끼로 분류됩니다.

가로날도끼는 아프리카를 비롯하여 유럽의 남서부 및 아시

아 일부 지역에서 발견되며, 이 용어는 1930년에 Henri

Breuil이 아프리카에서 출토된 석기를 설명하기 위해 처음

사용하였습니다. 그러나 가로날도끼에 대한 정의와 분류는

연구자마다 다릅니다. Jacques Tixier는 가로날도끼를

격지의 밑면과 윗면이 만나서 날을 형성하는 연모로 정의하

며, François Bordes는 가로날도끼를 양면석기의 하나

로 분류하였습니다.

또한, 아프리카의 칼람보 폭포(Kalambo Falls) 유적에

서 출토된 가로날도끼의 날 부분에서 사용된 흔적과 망가진

흔적이 확인되어, 이 도구가 동물의 뼈와 고기를 가르는 데

사용된 것으로 추정됩니다.

Fig 2. (Left) VLM-RAG Inference reuslt (right) PDF Source




