=A% A% A% A3gseEE 8-

Pﬂalwfhigﬂﬂ@ﬂ%

dbswo0617@ajou.ac.kr, howon@ajou.ac.kr
Traffic Prediction—Based Deep Q—-Network for Optimal Network Slicing

Jaeyoung Yun, Howon Lee
Ajou Univ.

[¢]
a

ok
2

=58 AR o quality of service(QoS) 2 EZY Q18 7h= E‘r% Al 578 o =2, open RAN(O-RAN) o}7] 814 9] RAN intelligent

controller(RIC)ol| A artificial intelligence(Al) 7]&S A-&3lo] EgY o= 5
Aol thgate] A 749 fairnessE aelshHA], 7+ Al °] QoS 875 T F AUEE A gdFE A3

EREEEREEE

I.M &

P YEYAE 1& AE, AAA, 224
S 7R A2 E T o] EeA axl
2T IAARE ERom Bhata Lud
5‘_7]. Z4;<4 ﬂ R 7] L‘H;(]L

RAN mtelhgent controller(RlC)L art1f1c1al mtelhgence(AD g85 7}
S sle] B4 A9 g Adsta, YEYD HAuke] 284S

3 4= 9olr} [3]. wekA A2 T quality of service(QoS) 2 Egjg 9+
g7 ASS a4 02 A 935}7] $18] O-RAN o} 7| €A ol A EZT o
5 &85 ASAE e 7 g2 Setoly 7S Attt

O A2d 2d 9 g 9E &gl 7]

=58 non-real-time(non-RT) RICS A E&j2 & A5
EYY ARE &8 0}04 near-real-time(near-RT) RICoI A Al Z7}3}
6]—\'2— quu O 72}4’0‘]—]’;]— EHD]— ;(']Zul_ Centrahzed
unit(CU) ¥ distributed unit(DU) 2 AE5 o] 244 shdto] 3=t} [4].
7} AL Azt wpel W glshe Edl 543 AlE ke AH] 2 -3 uhet
T B2 3 Q1 2] g Wk vko 2 = o] et

A%k

o] 8k QoS LS o

278 Ao R FEA7)7] o HT) o]o] wE} FA Q1 E7e) #&-2 o]
I fr9ig A g 7)ol Aol B =R M E ol & As) AF3E
gk 7 49 & 718 Aok Markov decision process(MDP)&=
oh3t o] Ao,

* State: 2t 4 o o3 AA B 2FF Dy, A5 EAD 27

F Dyyoii» QS 875 FHIE AR F Q1 9 F £3u)
& o' 12 AR
S() =Dl Dyt @ a ™. D)
+  Action: A4 B} =g hE 23 n&-3 AA T,
A(t) =a',d'={0.1,0.2,...,0.9}. (2
* Reward: ¥443% QoS BA ozt 5315 EAe}7] 913 Jain's
fairness index¢} QoSE F5ahe AMEAL 8 X8t RS A

3k

(;xf)Z <ﬁ%">
Rit)y=————e""1", 3

n

ny ()

i=1

& BED NSNS AU IE Sehol ) S A A0

9 *Noﬂﬁ ne AA A NG, 7= Ao H AHE A 9] data rate,
.Z' 7mm(Z”z u, reulz)/D:ealz—‘E_ 42 Zoﬂ}\i Qxﬂ EEHE—Q' 'g‘:rL [HH]

sum rate, ¥ sensitivity factore]t}.

Il A EHeld 2% 2 28

Minimum data rate: Cell 1 > Cell2 Minimum data rate: Cell 1 < Cell2

W e

Average Reward
Average Reward

—— Optimal
—— Random Action
—— Proposed

—— Optimal
—— Random Action g
—— Proposed

200 0 %0 a0 ED 0 00 a0
Episode Episode

. Average Reward vs. Episode.

e 4 g4 44 410

ol
1
10
o
1 jx
° B
oX,
N O::‘
B &
rx
R
g
= 2
el
Lot
2z
* 8
28
Bu) oZ,
1> o

[¢)

Nl
offt
>
=2
o
o
)
it

fr
i)
2
(o
fil
o2

ACKNOWLEDGMENT

0] w2 202495 AR(A7| S PR FAT) | Ao R Hu el
9 7}9(No. RS-2024-00396992, A= WEN A 7% 71% F
B 94 NI 2022 % AR (387 S B EA )9 XH YoF A%
271997 (No.  2022-0-00704, iﬂi— olEA AU o3t
3D-NET &4 7]% b3} 20259 % A= (37| A B EA )] 7
Joz @%ﬁﬁlzﬁﬁu A A(RS-2025- 00563401 32 F3bel A o
= Z] 284 E]Eﬂ‘d“ AI-RAN 78S 98 Al-for/and-RAN 344 €13
7% Ah)E wol 23E AP,

Z1E ¥

[1] H. Lee et al., "Towards 6G hyper—connectivity: Vision, challenges, and
key enabling technologies," in Journal of Communications and
Networks, vol. 25, no. 3, pp. 344-354, June 2023.

[2] “O-RAN: Towards an open and smart RAN,” O-RAN Alliance e.V.,
Alfter, Germany, White Paper, Oct. 2018.

[3] X. Li et al., "Network Slicing for 5G: Challenges and Opportunities,"
in IEEE Internet Computing, vol. 21, no. 5, pp. 20-27, 2017.

[4] F. Kavehmadavani, V. -D. Nguyen, T. X. Vu and S. Chatzinotas,
"Intelligent Traffic Steering in Beyond 5G Open RAN Based on LSTM
Traffic ~ Prediction,” in IEEE Transactions on  Wireless
Communications, vol. 22, no. 11, pp. 7727-7742, Nov. 2023.

ﬁje



