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Model Accuracy Fl-score Accuracy Fl-score

MLP 0.8797 0.8385 0.7369 0.6521

GCN 0.8124 0.7487 0.7445 0.4546

GAT 0.8714 0.8227 0.7456 0.6147
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Attention 0.8020 0.6951 0.7336 0.4546
No hidden 0.8226 0.7600 0.7100 0.6327
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