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요 약

본논문에서는이기종네트워크에서큰비중을차지하는소형셀기지국의에너지소비를줄이기위해안전심층강화학습을기반으로소형셀의다단계슬립모드
제어기법을제안한다. 그러나, 기지국이장시간슬립모드를유지하면이에따른서비스품질(Quality of service, QoS) 저하가발생하기때문에, 에너지소모와
Qos 간 트레이드오프를최적화하는것을목표로한다. 이를위해, long short-term memory(LSTM) 기반트래픽예측을활용하여과도한슬립모드지속으로
인한QoS 저하를선제적으로방지하고, 안전심층강화학습을활용하여허용되지않은모드전환을제약함으로써이기종네트워크의안정적인운영을보장한다.

Ⅰ. 서 론

다양한 모바일 애플리케이션의 급속한 발전으로 무선 네트워크에서 모
바일 데이터 트래픽이 폭발적으로 증가하고 있다. 그러나 소형셀 기지국
의밀집배치로인해네트워크전체의에너지소비가무시할수없는수준
으로커지고있다 [1],[2]. 소형셀 에너지 절감을 위한 가장 효과적인 접근
방식 중 하나가 슬립 모드이며, 슬립 모드 상태에서도 커버리지와 서비스
품질(Quality of service, QoS)이 유지되도록 인접 활성 기지국의 전송 전
력을소폭상향조정하여사용자를지원할수있다. 이처럼소형셀을끄거
나 에너지 절약 모드를 적용하면서도 QoS를 보장하는 방식이 에너지 효
율을개선하는 대표적인방법이다 [3]. 따라서, 본 논문에서는트래픽예측
을 활용한 안전 심층 강화학습(Safe deep reinforcement learning, SDRL)
기반 슬립 모드 제어를 통해 에너지와 QoS 간의 트레이드오프 최적화기
법을 제안한다.

Ⅱ. 트래픽 예측 기반 안전 심층 강화학습을 활용한 슬립모드제어 기법

본 논문에서는 이기종 네트워크에서 트래픽 예측을 활용한 안전 심층
강화학습 기반 기지국의 다단계 슬립 모드 제어 기법을 제안한다. Long
short-term memory(LSTM) 기반 예측된 트래픽 정보를 바탕으로 안전
심층 강화학습을 활용하여 기지국의 슬립 모드 제어를 수행한다. 이를 통
해과도한슬립모드 지속으로인한 QoS 저하를선제적으로 방지하고, 허
용되지않은 모드전환을제약함으로써안정적인 운영을보장하고자하였
다. 또한, 에너지 소모를 줄이기 위해 슬립 모드로 전환하면서 발생되는
지연으로 QoS에 영향이생길 수 있어 전력 소모와 QoS 간의 트레이드오
프관계를고려하는것이필수적이다. 이러한문제를 DQN으로 풀기위해
Markov decision process(MDP)로 정의한다.
Ÿ Agent: 네트워크에 배치된 모든 소형셀,  ∈⋯
Ÿ State: 이전 타임스텝의전환 시간, 소모된전력량, 현재 타임스텝에서
선택된 모드 전환에 필요한 남은 타임스텝 수, 현재 타임스텝의 트래
픽, 길이의 예측된 트래픽 정보로 구성된다.         

Ÿ Action:       
Ÿ Reward: 에너지와 QoS 간의 트레이드오프를 고려하기 위해 가중치를 사용하며, 모드 별 전환 시간에 대한 보상()과 에너지 절감에
따른 보상()으로 구성된다.

 ××  (1)

    
max

max       
 

   ∈ 
Ⅲ. 시뮬레이션 결과 및 결론

그림 1. Average reward vs. episode.

본 논문에서는 제안방안과 트래픽 예측을 사용하지 않고 안전 심층 강
화학습을 수행하는방안(SDRL w/o TP)과 랜덤한 액션을 수행하는 방안
(Random Action)을 비교하였다. 시뮬레이션 결과에서 제안방안이 가장
높은 값의 리워드로 수렴하였으며, 이를 통해 제안방안이 에너지와 QoS
간의 트레이드오프를 고려한 슬립 모드 최적화를 수행함을 확인하였다.
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