0171% Lﬂ NI A-QoS EdFol=o X FFH3 7|9
Zold, &A1, )5

obFof &
{jal9160, dbswo0617, howon}@ajou.ac.kr

Small Cell Energy-QoS Trade-Off Optimization Techniques in Heterogeneous Networks
with Traffic Prediction and Safe Deep Reinforcement Learning-Based Sleep Mode Control

Arim Cho, Jaeyoung Yun, Howon Lee

Ajou Univ.

2

& E=ollAE o)71E YER =M 2 152

& A3 43
Aol 7S AkdTk e 7ATe] BARE £ BES F
Qus 7 E2lol= 08 HAsh AL B ek
Q9 QoS ASHE Ao WA, 9l A1 e B
A E

thedet wupd efZEAo| Y] FE&G B o R B EHAJA B
Htd dloJE] Efjgo] Fubxo R Frlstn ]‘3} a8y 284 7)A =
Y A2 QE) YEH A DAY oUA] &H7F FAIR Qe
o2 AXL gk [11[2]. 284 o= AE Y% 7 2944
T st €9 REoln, &8 BT ARl AR}
(Quality of service, QoS)0] FAIF == o1F &4 7|79 %
S AE AT 2A O}oq /\}le}_. A8k = 9it} o]xy A A ﬂﬂ
TE A43HAE QuSE BASHE W] ouA] &
“ﬂol‘?[] kA, 2 =M= B o
51 5}45(Safe deep reinforcement learning, SDRL)
lix|gk QoS 7He] Edlo| =02 A3} 7

lo

~ e

2
1H1

S
Aoy

w1
SO

_|_,

N o o T _IE o oZ |
o o dlo
)
B
Zi
o
o
1-1:1
m

>

ey o
gl

( I n
2

2

N,

oE

o
N
>,

% %E—Er |AE o]71%F HEAAA EF dF
719k 7|17 e] oA £ BE Ao 7]

shon ~term memory(LSTM) 7|4t o] &5
MZ AestEs g8t 7|ATY €7 BE AE Fadit) o
d g &Yy BE ]»05—1’ 013 QoS A5+E AA)

o

O
Ogu

@ ol

)
o
fil
o
>
of
ol
=
fr X2 Qn ofm =

E}. ‘“61 °ﬂL17<] iE% %0171 Sk

Aoz QoSell ko] A4

= HAE 1ste Ao] BFA o). °l 31§ A DQNS.E %7] 9]5

Markov decision process(MDP)Z *%

o Agent: ME A sjXE BE iﬁé‘%], SBS(n) e {

o State: o)A EF]AEIS] A3k A7 AnE {g‘%k A Bhol 280 A
Aeg BE A% B3 4 BAxy 5, @4 Helzge £d)
W 2rr1aelel A3d =aY Yuz g

{Tt 1 P' 1 NTt pn"oiz T/+z’}

=
Ee

 Action: @, = {active, micro sleep, light sleep, deep sleep}.
*  Reward: ou#]s} QoS zte] Edo]=0 25 1es7] 918 7h5A]
a & AHEstH, BE H A3 A7k did BA(r,,) T} oluX] Hit

BE B4, )02 FAR,

ok
2

A 7|A=e] oA 2HIE Fo)7] sl ok AF AElekaS TNk R 43 v £ 2

]O}Uq ool whe AMul2 FA(Quality of service, QoS) A3k7F LAl wiell, ol dA] AEs)
o= $J8l, long short-term memory(LSTM) 7|¥+ Eefd =8 sl Jedt &7 TC 2|&ow
g3t 318HA] 2 HE ARS AeRRORA o)7|F HEYAS] PAQ 4 BT
w=axr,+(1—a)xr,, @
S B —-P ST sieer — 1,
Pp= 3, ey =) _dedbsteer Tty & action set.

n=1 active n=1 Tdeep sleep

m A gdeln 23 ¢ 28

Average Reward

wALAD | Ay A
Lo A diA LI [ de
% Proposed

SDRL w/o TP

Random Action

T T T T T T T T
0 100000 200000 300000 400000 500000 600000 700000
Episode

19 1. Average reward vs. episode.
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